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Abstract

Attention mechanisms play a pivotal role in the realms of  language modeling and image generation, 

despite their quadratic complexity. As we continue to scale models, the interplay between attention-based 

architectures and their learning capabilities remains a central theme in the development of  large-scale 

deep learning models. While alternative architectures like CNNs and RNNs have been explored, they 

often fall short in accuracy or necessitate additional attention layers for optimal performance. In this talk, 

we re-examine seminal results in bidirectional language modeling and image generation, while also 

introducing a new architecture that eschews traditional attention mechanisms. We propose replacing self-

attention layers with a recent approach for long-range sequence modeling, alongside variants of  the 

transformer architecture. Drawing inspiration from recent works such as the Structured State Space 

Sequence Model (S4), our approach utilizes straightforward routing layers based on State-Space Models 

(SSM) and a bidirectional architecture incorporating multiplicative gating. We will discuss the outcomes 

of  implementing our Bidirectional Gated SSM (BiGS) and Diffusion State Space Model (DiffuSSM) in the 

contexts of  both language modeling and image generation. Our analysis dives into the properties of  these 

models, highlighting how architectural choices significantly influence downstream performance and 

introduce a distinct inductive bias. Preliminary results suggest that these new models not only perform 

effectively but also reduce computational costs, presenting an avenue worth further exploration in the field 

of  deep learning.


