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Abstract:
The rapid advancement in large language models has heightened the importance of AI safety, a concept that encompasses two critical dimensions: ensuring safety ‘by the people’ and ‘for the people’. ‘By the people’ focuses on the responsibility of developers to use legitimate training data. ‘For the people’ emphasizes the alignment of AI models with core human values — helpfulness, harmlessness, and honesty.

In the first part of the talk, we will delve into strategies for addressing concerns regarding the legitimate use of data in AI training. A case study from March 2023 highlights OpenAI’s challenge: demonstrating the legitimacy of their training data and logic while maintaining the confidentiality of ChatGPT’s weights and data. We introduce zkDL (Zero-Knowledge Deep Learning), an innovative solution offering efficient zero-knowledge proofs for deep learning. This technology allows for the creation of proofs in a second for neural networks with 20M parameters, achieving a 2000× speedup on an NVIDIA’s A100 GPU.

The second part of the talk explores how integrating self-evaluation and rewind mechanisms in unaligned large language models (LLMs) can produce outputs that resonate with human preferences through self-boosting. We present the Rewindable Auto-regressive INference (RAIN) framework, enabling pre-trained LLMs to assess their own outputs and utilize these evaluations to inform and refine their response generation. This innovative approach is notable for its ability to enhance AI safety without the need for additional alignment data, training, gradient computations, or parameter updates.
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