Abstract:

Many real-world events do not have outcome labels. For example, the fraudulence of a transaction remains unknown until it is discovered. This is where unsupervised machine learning (ML) becomes crucial in real-world scenarios as it can make decisions based solely on observations. In this talk, I will address two key challenges in unsupervised ML: (i) automating the selection of the best ML model without evaluation and (ii) developing scalable learning systems that can handle large amounts of data. The first part of the talk will describe an automated algorithm called MetaOD, which can select top ML models for various applications without relying on labels or evaluations. The second part will cover an ML system called TOD, which can "transpile" a diverse group of unsupervised ML algorithms for GPU acceleration. Lastly, I will discuss some promising future directions, including the ML+X initiative, which aims to bring the advantages of ML automation and systems to other CS/ECE areas (e.g., power systems, mobility, and hardware), and the creation of a fully automated ML pipeline that chooses hardware, systems, and models seamlessly.
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