Abstract:

Explaining the predictions of deep neural networks has been a topic of great interest in the machine learning community. In this talk, we will focus on gradient-based saliency maps for interpreting neural network models. We will discuss the vulnerability of standard gradient-based interpretation schemes to input perturbations, and introduce MoreauGrad as an interpretation scheme based on a neural network’s Moreau envelope. We prove the certifiable robustness of MoreauGrad to norm-bounded input perturbations, and subsequently propose a sparse version of MoreauGrad by applying L1-norm regularization to its formulation. We discuss the robustness properties of Sparse MoreauGrad and display the visual performance of our proposed interpretation scheme in application to standard image datasets.
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