Abstract:

Textual data is ubiquitous in various domains of modern machine learning and data science. In many practical scenarios, one wishes to establish either causal links among semantic meanings of texts or drawing conclusions on causal queries that involve textual data. In this talk, we discuss several research problems in this regard, including commonsense causality reasoning and drawing causal queries involving textual data. We will give an overview of different approaches and frameworks for these problems, including our ROCK framework for the CCR task that is based on the potential-outcomes framework. We finish the talk by discussing outstanding problems and avenues for future work. This talk is based on https://arxiv.org/abs/2202.00436, https://arxiv.org/abs/2202.00848, and some ongoing work.
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