
Abstract:

Systems research is critical for machine learning because the recent success of AI and big data is in 
large part enabled by datacenter-scale computing infrastructures, which employ an army of
machines to harness massive datasets in a continuous fashion.  In this talk, I will present my research 
that focuses on systems for machine learning. First, we build a new distributed training system called 
Stanza that improves the training throughput of parameter server systems by 1.25x to 10.12x. Second, 
we build a serving system called Saec for recommendation models that reduces the memory footprint 
of embedding based recommendation models by 27x without performance loss.
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