
Abstract:

There are different natural-looking ways to quantify the usefulness of a classical-quantum channel for 
information transmission. Given a quantum divergence (e.g., a Rényi divergence) and an input 
distribution P, one can define the corresponding mutual information, which is the divergence "distance" 
of the joint input-output state from the set of product states with fixed first marginal P. An alternative 
approach is to measure how spread out the channel states are in the state space, giving rise to the 
concept of the P-weighted divergence radius. We show that it is this latter notion that admits an 
operational interpretation in the context of constant composition channel coding, with the divergence 
being the sandwiched Rényi divergence.
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