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Abstract
We present the detailed modeling of the hairy brush used typically in Chinese calligraphy. The complex model,
which includes also a model for the ink and the paper, covers the various stages of the brush going through a
calligraphy process. The model relies on the concept of writing primitives, which are the smallest units of hair
clusters, to reduce the load on the simulation. Each such primitive is constructed through the general sweeping
operation in CAD and described by a NURBS surface. The writing primitives dynamically adjust themselves
during the virtual writing process, leaving an imprint on the virtual paper as they move. The behavior of the
brush is an aggregation of the behavior of all the writing primitives. A software system based on the model has
been built and tested. Samples of imitation artwork from using the system were obtained and found to be nearly
indistinguishable from the real artwork.

Categories and Subject Descriptors (according to ACM CCS): I.3.6 [Methodology and Techniques]: Interaction
techniques I.3.5 [Computational Geometry and Object Modeling]: Physically based modeling I.3.4 [Graphics
Utilities]: Paint systems

1. Introduction

1.1. Previous Work

The problem of how to simulate Chinese calligraphy us-
ing the computer has attracted many researchers. First of
all, there needs to be a way to represent characters in the
computer, such as using cubic Bezier curves and straight
lines1; 2 or skeletal strokes3. Other methods focus on the
brush stroke’s boundary4; 5; 6 and its trajectory7. Shamir and
Rappoport introduced a parametric method to compactly
represent existing outline-based oriental fonts10. Ip et al. dis-
cussed a method to encode Chinese calligraphic characters
using automatic fractal shape coding11. Given the represen-
tation of a character, the technique of rasterization can be
used to generate the image of the character, useful in appli-
cations such as desktop publishing8.

Apart from representing and rasterizing existent fonts,
there is the problem of generating new fonts, which appears
to be more challenging and interesting9. New Chinese fonts
have been generated through shape operations in an alge-
bra of geometric shapes12. For centuries the Chinese have
used the hairy brush to write characters because of the hairy
brush’s special aesthetic and expressive power. Thus provid-

ing an “e-hairy brush” becomes a meaningful pursuit for
computer scientists, which is both theoretically challeng-
ing as well as of practical value. The paper by Henmi and
Yoshikawa29 describes one such virtual calligraphy system.
A detailed analysis of the effects a virtual hairy brush can
produce can be found in the paper by Strassmann14. Wong
and Ip devised a virtual brush model for synthesizing Chi-
nese calligraphic writings 13, in which the main working
units are the cone and some ellipses. There are also hard-
ware approaches to implementing e-hairy brushes, such as
the one by Greene15.

One ultimate goal of research on virtual hairy brushes is
to be able to generate beautiful characters and realistic calli-
graphic artwork. The challenge lies not only in the modeling
of the e-brush itself, but also the paper and ink model16. Such
a model describes the interaction between the ink and the vir-
tual paper. Some elaborate ink diffusion models have been
proposed to simulate different ink spreading effects 17; 18.
Classical artificial intelligence, fuzzy logic, and knowledge
engineering have been found to be useful in creating beauti-
ful calligraphic artwork with a virtual hairy brush 26; 27; 28.

With a good e-hairy brush model and paper and ink
model, beautiful paintings can be generated in the same way
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as generating calligraphic artwork. Way and Shih35 used a
simple brush model to synthesize beautiful rock textures in
Chinese landscape painting. The contours of the rocks and
the areas to which textures are applied need to be manually
supplied by the user using some existing image as reference.
Many other papers have proposed a similar e-brush approach
to tackle the problem of painterly rendering19; 20; 21; 22; 23.

In general, simulating the hairy brush’s different render-
ing effects falls into the research area of non-photorealistic
rendering (NPR), of which a good survey can be found in the
paper by Lansdown and Schofield25. Creating Chinese cal-
ligraphy or paintings by an e-hairy brush in real-time bears
close resemblance to generating pen-and-ink illustrations
in real-time in terms of both their goals and the problem-
solving strategies24. However, the aesthetic effects pen and
ink can produce can also be created with a fine virtual hairy
brush; but not vice versa. The complexity of a virtual hairy
brush is obviously way above that of a pen or pencil, which
is commensurate with the brush’s artistic expressive power.
This paper describes a complex virtual hairy brush and its
associated paper and ink model, and shows how, despite the
complexity, the simulated brush can operate efficiently in
real-time.

1.2. Contributions and Special Features

Our method comprises a collection of algorithms to simu-
late the change of the physical conditions of a hairy brush,
including the brush’s geometric shape and its ink-related
properties during the Chinese calligraphy writing process,
where ink-related properties refer to the brush’s degree of
wetness and color. An interactive software system imple-
menting these algorithms has been constructed which can be
used to create calligraphic artwork fully electronically. The
ease of use and expressive power of our virtual brush, and
the high quality outputs from using the brush are evidences
for the effectiveness of our approach.

Pure hardware approaches such as Greene’s15 tend to be
expensive and not generally applicable. The method by Pan
et al.12 can only generate new fonts from existing fonts, but
not user’s handwritings into new fonts. The method by Way
and Shih35 requires the user to specify the contour and the
parameters of the object to be painted based on a reference
image or figure. This painting procedure is very different
from the way traditional artists perform their painting tasks.
In contrast, the procedure of using our virtual hairy brush to
write or paint is exactly the same as the traditional method.
Our method therefore should appear to be most natural to
those non-computer specialists. In the paper by Baxter et
al.20, the brush head is modeled as a subdivision surface
mesh wrapping a spring-mass particle system skeleton. The
particle system produces the basic motion and behavior of
the brush head, with the deformable mesh skin around the
skeleton representing the actual shape of the head. This 3D
brush model can capture the essential quality of the physical

brush for creating oil or watercolor paintings. Such a simple
brush model, however, cannot capture all the complex phys-
ical properties and conditions of a hairy brush and its ink
distribution which need to be there for simulating Chinese
calligraphy and painting.

The virtual brush model by Wong and Ip13, which is
closest in the modeling approach and functionalities to our
model, offers a feasible means for artists to produce Chinese
calligraphic characters electronically. But their method is not
all that convenient to use because a complex set of interre-
lated parameters to control the shape, density and opacity of
the current drawing mark need to be specified by user man-
ually, thus making partially interactive at best. More specifi-
cally, the user needs to specify the profiles for seven parame-
ters to control the brush motion dynamic model, and another
three parameters to control the ink deposition, a total of ten
profiles. Only two of these profiles, the stroke’s trajectory in
X and Y direction, can be sampled by a mouse or a digi-
tizing pen. So there are eight profiles to be input manually.
Whereas in our approach, there are many fine devices that
can take in the six degrees of freedom of a solid object, and
no profile needs to be input by the user. Other than the in-
put parameters, several parameters have been introduced for
controlling the virtual brush’s quality, whose values can be
automatically set via an optimization algorithm. Although
our e-brush model is more complex than that of Wong and
Ip, all the modeling details and quality parameters of the e-
brush can be treated as a black box by the end user. The user
can in fact use the e-brush in the same way he/she uses the
traditional hairy brush. In this sense, our e-brush is simpler
and easier to manipulate than the e-brush based on Wong’s
and Ip’s approach 13. Most importantly, because of the more
complex model we use and the automatically tunable qual-
ity parameters we introduce, we can achieve better output
results with our e-brush.

Our virtual hairy brush is closer to the real brush than
other similar brushes because our e-brush can automatically
determine both the geometric contour and the texture of its
instant drawing mark on the virtual paper at the same time.
This process is real-time and no human intervention is nec-
essary, which is not the case in Wong’s and Ip’s system13.
Our virtual hairy brush is genuinely a fully interactive sys-
tem. Moreover, Wong’s and Ip’s brush is limited in its artis-
tic expressive capabilities because its current drawing mark
is always an ellipse. The drawing mark in our model can be
varied and of irregular shape, being generated from any pla-
nar parametric curve instead of just an ellipse. This is a vital
feature for quality enhancement in an artist’s work. The del-
icate artwork we generated attests to the expressive power of
our approach with this feature.

We introduce a useful concept called writing primitives
which are hair clusters as the basic working units of the
virtual hairy brush. This makes real-time simulation of the
hairy brush’s writing and painting behavior possible. Be-
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cause the cross section of each writing primitive intersecting
the virtual paper plane, and its ink-related information are
computed only once, our method can be much faster than
that of Wong and Ip13 which is based on cones and operates
on each hair individually. We have implemented a prototype
system, with experimental results demonstrating the correct-
ness and real-time quality of our algorithms.

By embedding ink-related information in the writing
primitive’s control axis, a single primitive can readily ex-
press reasonably complex, interesting, and even mysterious
distribution of the ink, including its color and wetness. In
our proposed ink model, we use probability to create realis-
tic effects to be used in rendering the current ink-mark, thus
enabling our virtual hairy brush to simulate the drying and
running effects of calligraphic artwork. Multiple gray levels,
full-color paintings, dry brush writing effects, and saturation
effects can be produced using this new ink model. All these
writing effects are part of the expressive power of the system
for computer-aided art creation.

We introduce an inertia predictor to calculate the brush’s
virtual position based on its sampled position during the
writing process. This inertia predictor simulates the acceler-
ation of the virtual hairy brush, which gives the user a feel-
ing that mimics the real brush, and helps to produce output
that rivals real artwork. In addition to ways provided by our
system to edit various quality parameters of the virtual hairy
brush manually by the user, special optimization algorithms
are built into the system that can customize these parameters
for the user automatically, leading to better maneuverability
of the brush and improved quality in the output.

According to the six degrees of freedom of the hairy
brush, which are sampled periodically, the computer can
simulate the whole Chinese calligraphy process with high
accuracy. This can be done in real time, as proven through
experimentation. Since many of the geometrical and dy-
namic parameters of the brush can be automatically deter-
mined by the system, it is not necessary to store any bitmap
image during the writing process, and thus the storage space
required is minimal.

2. Writing Primitives

We rely on the concept of writing primitive, which repre-
sents a hair cluster (i.e., a small bundle of hair clustering
together), to reduce the complexity of the modeling and thus
the computational requirement for the implementation. A
virtual hairy brush consists of one or more writing primi-
tives. Each writing primitive is described by a NURBS sur-
face, and is constructed through the general sweeping op-
eration in CAD. The behavior of the virtual hairy brush is
an aggregation of the behavior of all the writing primitives.
This is in sharp contrast with the approach used in by Wong
and Ip13, where every hair is operated on. The use of writ-
ing primitives does not diminish in any way the power of

the virtual hairy brush in satisfactorily simulating all possi-
ble behaviors of a real hairy brush including the branching
out behavior. The concept of writing primitives is a natural
one in view of the coherence between neighboring hairs and
their proximity in ink-related properties. Our experimental
results have confirmed this, as well as the expressive power
of our model. The artwork created using our system can be
seen as better than those in the paper by Wong and Ip.

A writing primitive in the model is defined by its four
“characters” (Figure 1). Based on these four characters, the
model is constructed through the general sweeping operation
in CAD. This operation will construct a NURBS sweeping
surface by taking the curve of the writing primitive’s mid-
dle control axis as its sweeping trajectory and the cross sec-
tions defined by the user in advance as the given profiles.
The general sweeping operation is implemented according
to the minimized rotation frame algorithm by Maurer and
Juttler33. During the simulation, three of the four characters
(not including the bottom control circle) of the writing prim-
itive will be dynamically adjusted according to the input data
which describe the brush’s current position in the 3D space.
The bottom control circle never changes during the writing
process.

All the input data are preprocessed to take into account
the inertia of the hairy brush, which creates a realistic “feel”
of the brush. The cross section of the intersection between a
writing primitive and the virtual paper plane is called the
writing primitive’s current drawing mark. For every time
slice of the writing process, ink will be deposited according
to the current drawing mark. The union of the current draw-
ing marks of all the writing primitives is the current mark
made by the brush on the paper. The final artwork is the ac-
cumulation of such marks over all the time slices. Figure 2
shows the state transitions of writing primitives. The virtual
hairy brush’s working diagram is shown in Figure 4. It will
be explained in detail in Sections 4-6.

Section 3 explains the solid model of the virtual hairy
brush. Section 4 discusses the sampling and processing of
the brush’s input. Section 5 discusses how to adjust the para-
metric models of the e-brush dynamically. Section 6 presents
the rendering of the brush’s current ink mark at any time in-
stant. Section 7 discusses how the brush and its quality pa-
rameters are configured.

3. The Model and the States

3.1. The parametric model

Our model of a virtual hairy brush (HB) is in terms
of the collection of writing primitives that the brush is
composed of. These writing primitives are denoted as
WP1,WP2,� � �,WPm. The number of HB’s compositive writ-
ing primitives will be dynamically adjusted by the sys-
tem automatically. There are several parameters to control
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the brush-generated artwork style, the values of which are
within [0;1].

To generate the parametric model of a writing primitive
WPi (i = 1;2; � � � ;m) through the general sweeping opera-
tion, a circle Ci, an ellipse Ei, and a line Li are taken as the
sweeping profiles, and an axis Ai is used as the sweeping tra-
jectory. Ci, Ei, Li, Ai are called WPi’s bottom control circle,
middle control ellipse, tip control line, and middle control
axis, respectively (Figure 1). Among these four characters,
Ci is a static character of WPi, that is, once Ci is initialized
at the beginning, it remains unchanged during the whole pro-
cess. In fact, all the writing primitives of a brush share the
same bottom control circle, and so this circle is also called
the bottom control circle of the brush, denoted as HB.C.

Figure 1: A writing primitive and its four compositive char-
acters.

Figure 2: State transitions of a writing primitive.

The middle control axis Ai is a cubic B-spline curve
with interpolated key points Pi;1;Pi;2; � � � ;Pi;ni . Each of these
points carries both geometric and ink-related information,
including Pi; j’s color in RGB and its degree of wetness. For
each Ai, its first key point is always set at the center of the
bottom control circle, and its last key point at the midpoint
of the tip control line. Each key point carries four fields to
specify ink-related information: vector mode wetness chang-
ing vector wvi; j , vector mode color changing vector cvi; j ,
radiation mode wetness changing factor wri; j, and radia-
tion mode color changing factor cri; j . Figure 3 explains these
two modes of ink distribution. Based on these four fields, we
can compute the ink-related information of any point Q on
the plane that is perpendicular to the middle control axis Ai

passing through Ai’s key point Pi; j by using the following
formulation.

wetQ = wetPi; j
�

(1+kccQ� ccPi; j
k�wri; j +(ccQ� ccPi; j

)�wvi; j)

colQ = colPi; j
�

(1+kccQ� ccPi; j
k� cri; j +(ccQ� ccPi; j

)� cvi; j)

where ccQ, wetQ and colQ are point Q’s current coordi-
nates in the 3D space, its degree of wetness, and its color re-
spectively; and ccPi; j

, wetPi; j
and colPi; j

are point Pi; j’s cor-
responding values.

Figure 3: Radiation (left) and vector (right) ink distribution
modes.

3.2. The three states of a brush

A virtual hairy brush HB is assumed to have three possi-
ble states in its whole lifecycle: the initial state, the dipping
state, and the working state (Figure 2). The initial state of a
virtual hairy brush HB is when all of its compositive writing
primitives are in their free states. The three dynamic com-
positive characters of a writing primitive are simplest when
in this state: the tip control line, the middle control axis and
the middle control ellipse are reduced to a point, a straight
line, and a circle, respectively. Varying the radius of the cir-
cle and its location can result in a series of modeling effects.
All the writing primitives of the virtual hairy brush will shift
to the dipping state after the brush is dipped into the ink bot-
tle and before touching the paper. By dipping, writing prim-
itives acquire ink-related information, which includes color
and degree of wetness according to how the brush is dipped.

If Pi;k;Pi;k+1; � � � ;Pi;ni are WPi’s key points that are
soaked in ink, their color is simply set to the ink color. For
Pi;l ; l = 2;3; � � � ;k� 1, which are the key points not cur-
rently immersed in ink, linear interpolations are applied to
compute their individual colors colPi;l

with the assumption
that colPi;1

� 0, which is the color code for pure white. Sim-
ilarly for each key point’s degree of wetness. We assume
wetPi;1

� 0, meaning that Pi;1 is all dry.

The working state of a virtual hairy brush is the “deforma-
tion” state of the brush. The brush deforms due to touching
or pressing against the paper. By varying the eccentricity of
the middle control ellipse, the tip control line and the middle
control axis, a series of modeling effects can be achieved.
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Figure 4: Virtual hairy brush’s working diagram.

4. Sampling of the Input Data

Sampled input data are used to adjust the brush dynamically,
while maintaining the validity (with respect to a real brush)
of the parametric model at all times. We need to first obtain
the brush’s six degrees of freedom. Assume that the sam-
pled datum at time t is Samt = (xt

;yt
; zt

;dt
;qt

; rt), where
(xt

;yt
; zt) is the center of HB’s bottom control circle HB.C

in the 3D space; dt the direction to which HB tilts; qt the
degree of HB tilting, and rt the degree that HB has ro-
tated. There are many ways to input a solid object’s six de-
grees of freedom, such as using some special device 20. A
three dimensional mouse, or a data glove or any other sen-
sor that can take in the six degrees of freedom for a rigid
body can also be used as the input hardware for the virtual

hairy brush. Some other interesting methods have been in-
troduced 30; 31. Our current method for input is based on a 3-
button mouse. During the writing process, HB’s virtual po-
sition at time t, St = (sxt

; syt
; szt

; sdt
; sqt

; srt), is computed
from the current sampled datum Samt and an inertia predic-
tor Mt = (mxt

;myt
;mzt

;mdt
;mqt

;mrt), using the following
formula.

St = weisam �Samt +(1�weisam)�Mt

Mt comes from HB’s displacements in its last few sampling
intervals St�1,St�2,� � �,St�n:

Mt = Velt �dT +St�1

Velt =
∑el

k=1(weik �
St�k�St�k�1

dT )

∑el
k=1 weik

where Velt is the weighted sum to estimate HB’s velocity,
dT is the time interval between every two adjacent sampling
times, and el the estimation length. This simple estimation
method turns out to be reasonable since the speed of the
brush in real life rarely changes too abruptly.

By introducing an inertia predictor to influence the sam-
pled position of the brush to yield its virtual position, end
users can emulate the effect and enjoy the feeling of brush
gliding. For the above formulation, the default parameter
configuration is: el = 4; wei1 = 4, wei2 = 2, wei3 = 1,
wei4 = 1; weisam = 0:6. These default values were obtained
by experiments. Changing these values can yield different
writing feelings.

5. Dynamic Adjustments of the Brush

5.1. Estimating the physical conditions of the brush

Based on the sampled input data, the physical conditions of
the virtual hairy brush are estimated at every time instant,
which include the writing primitive’s inner stress strt

i and
the pressure on the primitive due to its interaction with the
paper. These conditions are needed for dynamically updating
the parametric models of the e-brush.

From intuition, the rigidity of WPi’s hair, WPi’s histori-
cal deformation, the wetness of WPi, and the size of the part
of WPi that is against the virtual paper plane ψ all affect the
value of strt

i . We devised accordingly a formula to estimate
strt

i based on these factors. Under most circumstances, we
found this formula to be a good approximation of the behav-
ior of a real brush. In comparison with the classical formula-
tion in solid mechanics34, this approximation formulation is
simpler, which is helpful in reducing the computation time.

Similarly, a formulation to estimate WPi’s intensity of
pressure γt

i due to the interaction between WPi and the vir-
tual paper ψ was derived. It can be easily seen that fast move-
ments of the virtual hairy brush, a high degree of inner stress
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of the current writing primitive WPi and a coarse virtual pa-
per can all severely deform HB (i.e., its compositive writing
primitive’s middle control axes). Our formulation accounts
for this.

5.2. Dynamic adjustment of the middle control axis

5.2.1. The current active point

During the writing process, the crossing of the middle con-
trol axis Ai and the virtual paper ψ is the current active point.
The current active point will be inserted into Ai’s series of
key points dynamically. The point’s ink-related information
is computed from the neighboring points in Ai by linear in-
terpolation.

5.2.2. Deformation of the middle control axis Ai

The middle control axis Ai of WPi will be deformed un-
der outer forces. A local reference frame is set up by taking
WPi’s bottom circle Ci as the X-Y plane, its center ceni as
the origin, and the brush shaft’s direction as the Z-axis (Fig-
ure 5). If the current active point Pi; j travels a certain dis-

Figure 5: A deformed writing primitive.

tance in the reference frame during time slice t, then all the
key points that are underneath the virtual paper ψ will also
travel the same distance. Thus, the whole middle control axis
is deformed. In the virtual hairy brush, we estimate this dis-
tance to be the product of the HB’s degree of elasticity and
WPi’s current intensity of pressure.

5.2.3. Recovery of the middle control axis Ai

As an elastomer, a writing primitive WPi will recover in
some fashion after its deformation once the outer force ex-
erted on it is released. So each time when the virtual hairy
brush HB is lifted, every key point on each of HB’s com-
positive writing primitives will change its place in the 3D
space, that is, all the key points’ z components will increase
by a certain amount. The higher the virtual brush is lifted,
the more intense the current writing primitive’s inner stress
would be, and the recovery would be more substantial.

5.2.4. Dynamic adjustment of the wetness

During the writing process, the color of HB is assumed to
be constant. The only changing ink-related information is
HB’s degree of wetness. We assume the part of the middle
control axis between the key point Pi; j and its adjacent key
point Pi; j+1 would intersect with the virtual paper plane ψ.
The degree of wetness of these two key points will decrease

by a certain amount, which is estimated to be the product of
ψ’s ink absorbing ability ab and WPi’s current intensity γt

i
against ψ.

5.3. Dynamic adjustment of the middle control ellipse

We simulate the orientation of a deformed virtual hairy brush
by introducing an approximated orientation adjustment for-
mulation. This is based on the assumption that if HB’s
moving direction is the same as the orientation of writing
primitive WPi’s minor axis, further writing movements will
only increase the length of WPi’s major axis. The increased
amount is proportional to the product of WPi’s current in-
tensity γt

i against ψ and the sine of the angle between the
direction of the writing movement and the orientation of
WPi’s major axis. If the moving direction does not coincide
with the orientation, the ellipse will also be rotated by a cer-
tain angle, which is proportional to the product of γt

i and
the cosine of the above angle. Since writing primitive WPi’s
number of hair, approximated by Ei’s area, is a constant if
WPi doesn’t split during its writing process, Ei’s minor axis’
length can be determined given a certain value for its major
axis’ length.

The middle control ellipse’s position relative to the mid-
dle control axis also varies during the writing process in or-
der to reflect the deformation of the writing primitive. We
assume that the ideal location of the middle control ellipse
should be such that it divides all the key points on the middle
control axis into two equal groups, because at this location
the ellipse’s profile has the maximum capacity to control the
writing primitive’s geometric modeling characters. Since the
speed in which the ellipse can move is limited by the me-
chanical and flowage properties of the virtual hairy brush,
the actual position of the middle control axis is a linear in-
terpolation of its ideal position (based on the ellipse’s ideal
location) and its previous position.

5.4. Dynamic adjustment of the tip control line

The tip control line of a writing primitive WPi is but a sin-
gle point in its initial state. It changes into a real line during
writing. The line’s elongation and rotation are simulated by
employing the same strategy as is applied to the middle con-
trol ellipse; that is, the tip control line Li will increase in
length and be rotated by the same amount as the major axis
of the middle control ellipse.

5.5. Splitting of the virtual hairy brush

There is a threshold tre which specifies the extent to which
WPi can be deformed. When this threshold is reached or
exceeded, the current writing primitive will split into sev-
eral smaller writing primitives. This simulates the “branch-
ing out” behavior of the virtual hairy brush during the writ-
ing process. Specifically, if writing primitive WPi’s current
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inner stress strt
i becomes greater than tre, WPi will split into

k = b
strt

i
tre c new writing primitives WP1

i ,WP2
i ,� � �,WPk

i .

Each of the new writing primitives WP j
i ( j = 1; � � � ;k) has

a number of hair which is equal to 1
k of WPi’s total number.

Note that in the virtual hairy brush, we use the area of the
middle control ellipse and the length of the tip control line
to compute the number of hair. Therefore the lengths of the
middle control ellipse’s major and minor axes of each of the
new writing primitives from WPi’s splitting are set to 1p

k
of

WPi’s original values. And the tip control line’s length is set
to 1

k of the original value.

At the beginning, the virtual hairy brush HB contains only
one writing primitive. During the writing process, the num-
ber of HB’s compositive writing primitives may be increased
because of the split operation. A brush with one writing
primitive is probably enough for official scripts, but for cur-
sive scripts, at least a dozen of primitives would be neces-
sary.

During the split operation, every new writing primitive
WP j

i ( j = 1; � � � ;k) generated has the same number of key
points as the original WPi, with coordinates at a certain
distance from WPi’s. This distance is proportional to the
amount of WPi’s current inner stress exceeding the split
threshold tre, and the direction of this distance is assumed
random.

5.6. Ink flowage between writing primitives

Although each primitive has full control over its behavior
during the writing process, due to reciprocity in mechanics
and ink’s flowage, there could be interaction between writ-
ing primitives that are close to each other. To simulate this
interaction, we allow each key point’s degree of wetness to
be affected by its neighboring key points if the distance sep-
arating them is within the ink diffusion distance factor η.
Linear interpolation is used to compute one key point’s cur-
rent degree of wetness based on its previous value and the
average degree of wetness of those neighboring key points.

6. The Writing Process

At time t, each of HB’s writing primitives will intersect with
the virtual paper plane to yield a cross section. The draw-
ing operations are executed taking into account the writing
primitives’ ink-related information. The following outlines
the algorithm for this process—the virtual hairy brush’s real-
time writing/painting algorithm.

1. A writing primitive WPu constructed by the general
sweeping operation is given. The generated sweeping
surface is a NURBS surface denoted as SSu(s; t); s and
t are the parameters of this parameterized surface, whose
values are within [0;1]. The direction of s is the same as
that of WPu’s middle control axis.

Actions of the algorithm: Intersect SSu(s; t) with the vir-
tual paper plane ψ to get an intersecting curve curu that
encloses an area which is the current ink mark (Figure 6).
Project each point Vu;v in curu onto WPu’s middle con-
trol axis Au to obtain the point V̂u;v. Find the two near-
est key points on Au relative to V̂u;v, and based on the
ink-related information of these two points, V̂u;v’s ink-
related information is computed by linear interpolation.
Vu;v’s ink-related information is derived from V̂u;v’s by
following V̂u;v’s texture function.

Figure 6: The virtual paper plane and its drawing mark.

2. The new degree of wetness of pixel λu;v on ψ which coin-
cides with Vu;v is linear-interpolated from λu;v’s previous
value with Vu;v’s degree of wetness by using ψ’s absorb-
ing ability factor as the interpolation weight. A drying
factor is introduced to automatically reduce each pixel’s
degree of wetness periodically until it reaches 0.
If the degree of wetness exceeds the upper bound of vir-
tual paper ψ’s degree of wetness, saturation takes place.
We assume that saturation would only affect Vu;v’s eight
neighboring pixels on ψ. The degree of wetness of a pixel
will increase if it is not saturated. The increased amount
is proportional to the unsaturated degree. That is, Vi; j ,
which is one of Vu;v’s eight neighboring pixels on ψ,
will have its degree of wetness increased by the following
amount:

(1�wetVi; j
) � tr(1�wetVi; j

)

f acwu;v
� (wetVu;v

�1)

� tr(wetVu;v
�1)

where tr(x) =

�
0 x < 0
1 x � 0

, f acwu;v =

∑u+1
g=u�1 ∑v+1

h=v�1 (1�wetVg;h
)� tr(1�wetVg;h

), and
wetV, a real number between 0 and 1, is point V’s degree
of wetness.

3. To render the current ink-mark, a new ink model is pro-
posed. The current color of the pixel λu;v is the linear in-
terpolation on λu;v’s previous color and Vu;v’color. And
the interpolation weight is a random number, which has
probability of min(ren�ab�γt

i ;1) to be wett
λu;v

and prob-

ability of 1�min(ren�ab�γt
i ;1) to be zero; ren is HB’s

color render control factor, ab is the virtual paper ψ’s ab-
sorbing ability, and γt

i is the intensity of the interaction
between the writing primitive and the virtual paper plane.
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We use this formulation to simulate the dry brush draw-
ing effect and the running style effect.

7. Customizing the Brush

7.1. Quality parameters

In real life, brushes having soft hair tend to branch out eas-
ily during writing. Some brushes have a good deal of hair
and tend to suck in more ink and cause serious saturation
during the writing process, while other brushes have rather
long hairs and their tip tends to get deformed and rotated to
a great extent easily. For our virtual hairy brush, a number
of quality parameters can be set to simulate these different
kinds of brush. The final electronic artwork generated by the
virtual hairy brush can be much affected by the values of
these parameters. Similarly, a set of quality parameters can
be applied to the virtual paper to simulate a certain kind of
paper.

To ease the task of selecting the values to achieve some
desired quality, our implemented system offers a set of pre-
defined quality configurations for the user to choose. The
system maintains a library of quality configurations, some of
which could have been contributed by the users themselves.
Of course the end users can configure their favorite virtual
hairy brush by assigning values to the quality parameters by
themselves. The implemented system provides a window in
which the users can adjust these parameters visually. The
system can also configure a brush automatically, to be ex-
plained next.

7.2. Configuring the brush with machine intelligence

To enable the computer to adjust the quality parameters for
the virtual hairy brush as well as those for the virtual pa-
per, users need to carry out a special procedure to train the
computer. They would produce several brush strokes, whose
boundaries are specified by the machine-training module.
This procedure is similar to a beginner starting to learn how
to use hairy brushes in real life, referred to as the “Miao-
Hong” process in Chinese calligraphy. The number of train-
ing samples can be set by users. Of course, the more samples
used the better would be the resulting quality of the brush.
Simple artwork such as the one in Figure 7 took several min-
utes for the training.

Suppose there are n training samples, Si[len][wid], and
the corresponding user-created results are Ci[len][wid](i =
1;2; � � � ;n), where Si[len][wid] and Ci[len][wid] are two ma-
trices with each of the elements being the RGB color code of
a pixel on the virtual paper ψ. We defined a target function
ϑ to indicate the difference between the system’s specified
training samples and the user-created images with the vir-
tual hairy brush:

ϑ =
n

∑
i=1

ϑi =
n

∑
i=1

len

∑
p=1

wid

∑
q=1

(Si[p][q]
O

Ci[p][q])

Here the operator
N

is defined as:
(r1;g1;b1)

N
(r2;g2;b2) = jr1 � r2j+ jg1 � g2j+ jb1 � b2j.

All the quality parameters of the virtual hairy brush con-
tribute to ϑ. With a certain set of initial values for all the
quality parameters, a corresponding ϑ can be computed.
Thus the problem to determine a proper set of values to
configure all the virtual hairy brush’s quality parameters is
reduced to the problem of finding a configuration which
can minimize or nearly minimize ϑ, which is a typical
optimization problem. The Steepest Descent Algorithm32 in
nonlinear programming can give a satisfactory solution.

8. System Implementation and Experiment Results

Please refer to the figure in the color section showing a
screen shot of the implemented system, where there is one
window responsible for displaying the current sampled in-
put; one for the current control parameters derived from the
input; one for parameter values automatically assigned to the
writing primitives by an internal algorithm; one for the cur-
rent drawing mark; one for the current writing primitives in
the 3D space; and one last one for the current writing mark
imprinted on the paper and the history of all the sampled
input. Figures 7–12 show some real artwork digitized from
calligraphy samples together with the artwork created by the
virtual hairy brush. These samples prove that very realistic-
looking calligraphic artwork can be generated by our virtual
hairy brush. If carefully tuned, the simulation’s result can
be nearly indistinguishable from the original one to a human
viewer. By fiddling with the quality parameters and the input
data for the brush’s six degrees of freedom, users can create
interesting calligraphy fully electronically. It is well known
that to imitate an original calligraphic artwork is a nontriv-
ial task. With our electronic environment, however, such an
imitation task becomes relatively easy. The system offers a
friendly user interface, which supports adjusting the quality
parameters and the input data dynamically to achieve what-
ever delicate effect the user desires. Figures 13 and 14 and
those in the color section show a series of computer artwork
created by the first author, a non-artist, using the virtual hairy
brush. To give an idea on the effort required for the more
complex artwork, the horse picture took about 1.5 hours to
complete.

Figure 7: Real artwork (left) vs. imitation created by the
virtual hairy brush (right).
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Figure 8: On the left is the real artwork; the middle one was
created by the virtual hairy brush, and the same on the right
with the brush’s trajectories highlighted.

Figure 9: The same character as in the previous figure;
real artwork (left), and imitation by the virtual hairy brush
(right).

9. Future Work

A real brush operates in a fashion that is orders of magni-
tude more complex than can be modeled by a computer. Fea-
tures that can be added in the next version to further enhance
the modeling includes the merging of writing primitives, re-
peated dipping effects, more user’s control of the brush dur-
ing writing, etc. Other features requiring longer-term effort
include mapping of 2D calligraphic artwork to 3D (to imitate
for example chiseling in monuments), and feature extraction
of real artwork and applying the extracted features to auto-
matic electronic art creation.
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