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## Our approach

Use PC clusters to build index and search in parallel.
Improve the index building and searching time without memory bottle-neck.

We proposed 3 different algorithms for tree building in clusters

- Algorithm TP -- (Tree partition)
- Algorithm DP -- (Data partition)
- Algorithm H -- (Hybrid)



## Algorithm DP -- data partition

The main idea is to partition the sequence $S$ in to smaller subsequences so the suffix tree of each subsequence can be built on main memory only to avoid IO.

O(n) algorithm can be used for building suffix tree for each subsequences.
Assuming there are N PCs in the clusters. First, cut S in to N subsequeces and each PC get one of the subsequences.

The $\mathrm{i}^{\text {th }} \mathrm{PC}$ gets the subsequence $\mathrm{S}_{\mathrm{i}}^{\prime}$.
If the suffix tree of $S_{i}^{\prime}$ is too large, $S_{i}^{\prime}$ will be further divided into smaller subsequences.



## Experiment 1 (Index Building)

Building index for $500 \mathrm{M}, 1000 \mathrm{M}$ and 1500 M
DNA sequences with the three algorithms
The data is get from National Center for
Biotechnology Information
ftp://ncbi.nlm.nih.gov/genomes/H_sapiens
Using 9 nodes, 1 for master node, 8 calculation nodes.

We only use 1.7 G RAM for storing the building tree and the sequences.
The window size is set to 10




Experiment 2 (Searching)
Response Time VS Query Length in 1000M DNA

## Experiment 2 (Searching)

Response Time VS Query Length in 1500M DNA


## Conclusion

Alg. DP is the best in term of index building time
The following table shows the number of PSH for different query length, sequence length and algorithm in a batch of 1000 queries.


The query response time of Algorithm TP is good for small number of hits, while Alg. DP and Alg. H is good for large number of hits.
A window can greatly reduce the cross boundary effect in Alg. DP and Alg. H.


