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Abstract

Music has an auditory and temporal nature� The same piece can be interpreted in multiple�
and often unrelated ways� Together with the limitations of its representations� the design of
content�based music retrieval systems on the Web is a challenge� Most literatures on the problem
map the problem to existing information retrieval paradigms� mainly that of text� by modelling
music as a sequence of features �Lin����MS���� However� this mapping raises issues to be solved�

Through the study of the statistical properties of six features including Pro	le� Note Du�
ration Ratio Sequence� Interval Sequence and their variants� we answer four important ques�
tions that arises from mapping� These include the number of musical 
alphabets� and 
words��
whether Zipf�s law holds for musical features� whether there are any musical 
stopwords�� and
the range of n for n�gram based music indices� The answers to these questions will aect cru�
cial parameters in music retrieval systems� and whether the mapping and techniques used in
text retrieval is eective for music� They will also aect the way to reduce the sizes of musical
indices� which we will show is important for music retrieval systems�

Keywords� Information retrieval� Music database� Content�based retrieval� Indexing� Statis�
tical analysis� World�Wide�Web

� Introduction

The widespread use of multimedia on the Web brings about a number of changes� First�
the volume of available media data increases tremendously� Every Web site wants to attract
visitors by the use of images� animation� music� or video� Second� the reuse of media data be�
comes easy� In the past� images� video� animation or music require professionals to produce and
special programs or equipments to play� Now� online archives make it easy to use and share
these media data on the Web� Even an amateur can design a homepage rich with media data
by reusing what is already on the Web� Third� the direction of homepage design shifts from
mere information�provision to information�presentation� The Web has become another presen�
tation medium� Information is no longer con	ned to textual descriptions� it is not di�cult to
	nd homepages with background music that use photos and animations to convey information�
All these changes mean one thing� media data management becomes increasingly important�
Archival� indexing and retrieval of media data are needed to handle large amounts of media
data so that reuse is possible for the production of media data�rich presentation forms� With�
out proper media data management� the availability of the huge amounts of media data is use�
less� even if one knows that the data is out there somewhere� one cannot reuse what is avail�
able for new productions simply because one cannot 	nd it�

Researchers on digital libraries are aware of the problem of media data management� In
recent years� there has been an increase in the number of researches on the development of
systems that handle images �Wil���� digital video �CKM�����WKSS���� geographical informa�
tion �Smi���� or sound eects �KBWW����WBKW���� Yet� only a few considered speci	cally
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the retrieval of music� Among the relevant ones� few considered the unique characteristics of
music in the design of retrieval systems�

Suppose we want to build a content�based music retrieval system on the Web� What is so
special about music� What are the major approaches used in the literatures� What are the is�
sues we should look at if we adopt these approaches� These are the questions we are going to
solve in the following discussions�

First� what is so special about music� One distinguishing characteristics of music is that it
is auditory� Also� by nature� it is temporal� Musical expression depends heavily on the temporal
relationship between musical elements� Rhythmic patterns�� chords and broken chords�
arpeggios and musical ornaments such as grace notes and trills all depend on the tempo�
ral relationships between elements of music� In contrast� text� image� animation and video are
all visual media� and only the latter two are temporal� Because of the visual nature of these
media� their corresponding retrieval systems can present the data by putting multiple pieces of
them on the same screen� Hence� text excerpts and size�reduced version of images �thumbnail
images� are used in many text and image retrieval systems� Even temporal visual data� such
as animation and video� can be treated the same way� Each piece of video is time�sampled and
size�reduced to produce a series of thumbnail screen shots� or 	lmstrips� Multiple pieces of tem�
poral visual data can thus be presented this way on the screen without a problem� However� all
these techniques cannot be used for music� The auditory nature makes simultaneous playback
of multiple pieces of music annoying at best� and the temporal nature would make the play�
back from the middle of a piece confusing� since there is no musical context� Visualization of
music is one possibility� a system can display the score automatically �Rad���� or by the use of
specially�designed visualization techniques �MR����SW���� However� they often require a level
of music literacy or familiarity of the visualization method before they can be used� In other
words� the exclusive use of visualization for presentation of music is not suitable for Web�based
systems in which users from every walk of life would use� Because of that� it is important for a
music retrieval system to match queries accurately� so as to reduce the size of query results� To
achieve this� we should 	rst understand how content�based music retrieval systems work� and
this brings us to the question of the major approach used in the literatures�

Many literatures on content�based retrieval of music map the problem to existing informa�
tion retrieval paradigms� predominantly text retrieval� by modelling music as a sequence of fea�
tures� However� because of its multidimensional nature �SS��� and the limitations of its repre�
sentations �SF���� no single feature can capture all the essence of music� By multidimensional
we mean that the same piece can be simultaneously interpreted in multiple� and often unre�
lated� ways� For example� the song Ah� Vous dirais�je maman �Twinkle Twinkle Little Star�
is a French folk tune� has an ABA form� has a rhythm pattern of ������������� repeated six
times� and is a children�s song� all at the same time� Translated to information retrieval terms�
this means multiple indices� or indices with large�sized feature vectors� are needed� Reduction
of index size is thus important in music retrieval systems�

By the limitations of music representations� we mean that no representation� digital� writ�
ten or otherwise� can capture all the aspects of music� Every representation has its strengths
and weaknesses� For example� the traditional 	ve�line score can convey the pitch and length of
notes of a piece� although features which may modify the volume� pitch and performed length
of notes� such as dynamics� tempo� and expression� are often described by the use of words and
symbols� These words and symbols� such as 
dolce� �sweetly� 
vibrato �rapid periodic �uctua�
tion in pitch�� or 
� � �Italian fortissimo� which means very loud�� are subject to the perform�
ers� interpretations� Computer representations of music such as Musical Instrument Digital In�
terface �MIDI� �MID�� in contrast� can convey the performed timing� pitch and the volume of
each note rather accurately� However� features such as harmony are only implicitly represented�

Indeed� the exact nature of music can only be communicated by its realization� In face of
that� and given that we model music as a sequence of features� the selection of features becomes
a determinant on the accuracy and eectiveness of music retrieval systems� This brings us to
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our third question� that is� what are the issues we should look at� if we model music as a se�
quence of features�

In music� patterns are abound� Hence� to study the features� we should study their pat�
terns� In the real world� these patterns are often described by ordinary languages� For ex�
ample� 
the chord is a second�inverted G major�� 
the piece is in common meter�� or 
it is a
waltz�� No complete formalism has been established to describe these patterns precisely� even
transcribed music leaves room for the performers� interpretations� Dierent kinds of patterns
may exist for dierent kinds of features� We choose to investigate the statistical properties of
some commonly�used musical features to see if they 	t the patterns for traditional information
retrieval paradigms� In particular� we are going to answer four questions on the commonly�used
features of Pro	le� Note Duration Ratio Sequence� Interval Sequence and their variants� to be
introduced in Section �� A set of pop songs obtained from the Web� which is described in Sec�
tion �� was used for our experiments�

Our 	rst question is on the number of feature 
alphabets� and possible musi�
cal 
words�� This is an important question because data structures such as su�x
tree �McC����YK��b��YK��a� or n�grams �NTJ�����LA��� are used for indexing in information
retrieval systems� The number of 
alphabets� will aect� for example� the maximum branching
factor a su�x tree or the maximum n�gram table size� We will investigate this problem in Sec�
tion ��

Our second question concerns whether Zipf�s law holds for musical features� Zipf�s law states
that the occurrence probability of words is inversely proportional to its rank in descending oc�
currence frequency order �Zip���� Because Zipf�s law holds for text� together with the conjec�
ture that the 
resolving power� of terms peaks at the middle�frequency range �SM���� tech�
niques such as ignoring frequently�occurring terms can be used to reduce index sizes� Whether
this is possible for musical feature sequences will be studied in Section ��

Our third question asks whether there are any musical 
stopwords�� In text retrieval� each
word read from a document is 	ltered by a list of 
stopwords�� Stopwords are words that ap�
pear too often in too many documents� This makes them worthless of being included in in�
dices� Since music has a multidimensional nature and often more than one feature is indexed�
the analogous musical 
stopwords�� which reduces the size of index for each feature� would be
tremendously useful� We will investigate this question in Section ��

Our last question is on the value of n for n�gram indices of musical features� A sequence of
musical features is similar to a document of Chinese� Japanese or Korean languages� there are
no 
word boundaries�� Since the technique of n�gram indexing is often used for the retrieval of
text in these languages� it is possible to use n�grams to index musical features� However� as in
the case for these languages� we should select an n� This problem will be studied in Section ��

After investigating all the four questions by statistical analysis� a discussion and future works
section is given in Section �� and the paper ends by a summary of the results in Section ��

Although the study on computerized melody database appeared as early as ���� �Lin��� and
there are a few papers on the topic �Sch����MSW���� �CCL��� or its variants �KMT����GLCS����
there has not been much studies on the statistical properties of musical features from an infor�
mation retrieval point of view� Those on a similar topic� such as �Bar���� are often strongly ori�
ented to audience who are musicians� Through statistical analysis of musical features� this pa�
per hopes to seed researches to 	ll this gap�

� Features

Because of the number of dimensions a piece of music can be analyzed �e�g�� melody� har�
mony� rhythm� form� dynamics�� it is only possible to introduce some features useful for music
retrieval in this paper� Hence� as in most music retrieval literatures� we limit ourselves to fea�
tures pertaining to the monophonic melodic lines of the pieces� and choose the most commonly
used ones� namely melodic Pro	le� Note Duration Ratio Sequence� Interval Sequence� and its
variants 
Coarse Interval Sequence� for analysis� Some other features the authors are currently
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Figure �� Excerpt of �Happy Birthday�

�a� Interval Sequence� �b� Pro	le� �c� Note Duration Ratio Sequence

investigating whose results cannot be included in this paper are also introduced in Section ��

��� Interval Sequence

An Interval Sequence is a sequence of numbers each denoting the musical interval size� in
number of semitones� between two temporally consecutive notes� In equal temperament tun�

ing system� commonly used in modern Western music� an octave is divided into �� semitones
so that the frequency ratio between notes that are a semitone away is the same� Hence� the in�
terval between C and the C an octave higher is ���� that between C and G is ��� and that be�
tween F and E is ��� etc�� An example of the interval sequence for an excerpt of the 
Happy
Birthday� tune is shown in Figure ��

Interval sequence is commonly used in past literature because it can be easily computed
from computer representations of music� such as the abc musical notation language �abc� or
MIDI �MID�� Also� it is independent of the key of the piece� In other words� the musical op�
eration of transposition would not aect the interval sequence of a piece� This characteristic
makes the support of key�independent queries much easier in music retrieval systems�

��� Pro�le

By the law of trichotomy� each note of a piece can only be of higher� lower� or the same
pitch as another note temporally preceding it� Those ups and downs in pitch thus form the
piece�s pro	le� In the written form� those ups� stays and downs are respectively represented as
�� �� and �� 
��� 
�� and 
�� �e�g�� in �Dow����� or 
U�� 
R� �for 
repeat�� and 
D� �e�g��
in �The����� The Pro	le of an excerpt of 
Happy Birthday� is shown in Figure ��

The study of Pro	le has a long history� and it has been shown that it relates to the way hu�
man memorizes melodies �Dow���� Some 
fake books�� such as �The���� which contain scores of
melody and chord names� use the Pro	le to index on its collection�

��� Variants of Interval Sequence

Observant readers may notice that Pro	le is actually quantized Interval Sequence� It can be
obtained by applying the sign function to each element of an Interval Sequence� Indeed� there
is more than one way to quantize an Interval Sequence and we can produce a series of 
coarse
interval sequences� by quantizing it in dierent ways� For example� putting the interval of zero
semitone �unison� at the center� we can group every three intervals to one according to the
scheme shown in the row labelled 
CI�� �for 
Coarse Interval� mapping three intervals to one��
in Figure �� Coarse intervals CI� and CI� can be created in a similar way� Mathematically� an

interval of x is mapped to sgn�x�
j

jxj�n
�n��

k
for the feature CIf�n� �g�

Because of the quantization� the range of coarse intervals will be smaller than that of Inter�
val Sequence� That potentially saves space of indices� Also� the grouping of multiple intervals
to one makes the feature more immune to small errors in interval sizes� This can be useful for
systems where interval sizes cannot always be found precisely� for example� those derived from
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human humming inputs� such as �KMT��� or �GLCS���� The features CI�� CI� and CI� are in�
vestigated in this paper�

CI� � � � �� �� � �� �� � � �

Interval � � � �� �� �� �� �� �� �� � �� �� �� �� �� �� �� � � �

CI� � � � �� � �� � � �

Figure �� Interval � coarse interval mapping

��� Note duration ratio sequence

Timing information is important in dealing with rhythm� One of the most convenient� and
thus most commonly used� timing parameters is the ratio of sounding durations between two
temporally consecutive notes� A Note Duration Ratio Sequence is thus a sequence of such ra�
tios for each temporally consecutive note pair� Figure � shows an example Note Duration Ra�
tio Sequence� The 	rst �

�
means that the duration of the 	rst and the second note are the same�

and the 	rst �

�
indicates that the third note has twice the length of the second note�

In some literatures� this sequence is simply called 
rhythm�� This is a misnomer because
other characteristics of rhythm� such as accent� are ignored in the construction of Note Dura�
tion Ratio Sequence�

Similar to Interval Sequence which deals with relative note pitch �i�e�� interval�� Note Dura�
tion Ratio Sequence deals with relative note timing� So� just as interval sequence is invariant
to transposition �frequency scaling�� Note Duration Ratio Sequence is invariant to time�scaling�
The Note Duration Ratio Sequence for a piece is the same regardless of the speed it is performed�

In real performances� notes are not always performed in the exact length as notated� The
reasons are twofold� delibrate departure from the notation for expressive purposes� and limita�
tions of human timekeeping and motor systems� Hence� 	nding Note Duration Ratio Sequence
by simple note duration extraction and division works only for a few nicely preprocessed mu�
sic 	les� For a Web�based music retrieval system which has no control on how music is pre�
processed� quantization is needed� Onset quantization� a method that maps the onset times of
notes to points in a 	xed grid at some time resolution� is perhaps the most commonly imple�
mented quantization method because of its simplicity� For more information on the quantiza�
tion problem and the approaches to solve it� readers are referred to �DH��� and �DHdR��

� Music collection

A music collection is needed before any statistical analysis can be done� Our music collection
consists of ���� 	les of songs and music popular in Hong Kong� Taiwan� or Japan� all as MIDI
	les� As opposed to most literature on music retrieval which use sets of well�quantized and well�
tagged folk tunes or classical pieces for experiments �one notable work includes �MSW������ we
obtained these MIDI 	les from the Web� This not only makes our collection more up�to�date�
but also parallels the situation of our target music retrieval application� content�based retrieval
of music on the Web� The dynamic nature of the Web makes frequent update of indices neces�
sary� Since popular songs are always on the vogue� many new 	les that need to be processed
by a music retrival system would be that of popular music�

Since we deal with monophonic features only� MIDI tracks containing melodies have been
manually extracted for the experiments� Some of these extracted tracks contain the introduc�
tion sections of the songs besides the main melody� Automatic onset quantization is done on
the melodies before feature extaction� The quantization level is automatically derived from the
time signature and other parameters of the piece� so that sections of a song with dierent time
signatures can be quantized dierently� Six features� namely Interval Sequence� CI�� CI�� CI��
Pro	le and Note Duration Ratio Sequence� are used for analysis�
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�c� Curves zoomed in for n � ��

Figure �� Feature statistics

� Musical �alphabets� and �words� � how many�

The number of 
alphabets� for music features aect a number of parameters in music retrival
systems� These include the maximum branching factor of su�x tree indices �YK��b��YK��a��
and the theoretical number of combinations of n�grams which relates to the maximum number of
n�gram entries� For example� in MIDI representation of music� a total of ��� notes are allowed�
ranging from C� �the C 	ve octaves below middle C� to G�� �G above the C 	ve octaves above
middle C�� Hence� the number of possible interval sizes ranges from���� to ���� semitones� giv�
ing a total of ��� combinations� Thus� the possible number of n�grams of intervals would be ���n�
a number that increases exponentially with n� Theoretically� all these combinations are possible
in music feature sequences� Fortunately� as described by Birkho�s Aesthetic Theory �Sch����
music is not like white noise� some combinations happen much more likely than others�

Figure ��a� gives the number of length�n feature sequences� or n�grams� on Interval Se�
quence for the ���� melodies of our music collection� There are a total of ������ intervals in
our collection� as can be read from the count of n�gram column for n � �� These intervals fall
into only ���� that is� about ���� percent� of all the ��� possible interval sizes� A closer ex�
amination of the feature 	les revealed that the range of interval sizes varied only from ��� to
���� Indeed� given the human hearing range of ��Hz to ��kHz� which covers a range of about






�� log� �������� � ��� semitones� allowing interval sizes from ���� to ���� semitones would be
more than adequate for Interval Sequences� Interval sizes whose absolute values are too large�
such as ���� or ����� do not make musical sense� Similarly� the ranges for the features CI��
CI� and CI� would be from ��� to ���� ��� to ���� and ��� to ��� respectively� Pro	le� of
course� has only three 
alphabets�� �� � and ��

Unlike interval�related features� we do not have a bound on the number of 
alphabets� for
Note Duration Ratio Sequences� since note lengths can be arbitrary� Indeed� for our collec�
tion� there are ���� note duration ratio combinations� However� these combinations are rather
skewed in distribution� the most frequent �� combinations appear �� percent of the time� the
most frequent �� combinations appear �� percent of the time� and the most frequent ��� combi�
nations appear �� percent of the time� The implication of such a distribution will be discussed
in more detail in Section ��

As n increases� we observe a number of trends� First� the actual number of n�gram combi�
nations �b Table �� does not increase exponentially as its theoretical number �a in the table��
Second� the total count of n�grams decrease linearly� Third� the ratio of the count of n�grams
to the actual number of n�gram combinations approaches one�

We can examine our 	rst observation closer by plotting the number of n�gram combinations
for each feature �b of Figure ��a�� against n in Figures ��b� and ��c�� It is found that the num�
ber of n�grams does not increase exponentially for the full range of n� After a short period of
exponential�like increase� the number of n�grams reaches its maximum gently at n � �� and
falls afterwards� At smaller n of around ��� the fall was rather quick� a slope of ���� distinct
combinations per unit increase of n was typical� As n increases� the rate of fall gradually slows
down to �� distinct combinations per unit increase of n�

The nonexponential increase indicates that interval sequences in music is not completely in�
dependent of each other� The quick fall at around n � ��� to ��� shows that the length of fea�
ture sequences for quite a number of songs are in that range� an increase of n excludes those
songs from forming n�grams and thus cause the drop of n�grams combinations� The more grad�
ual fall afterwards indicates that less and less songs have long feature sequences� and the linear
fall at large n implies that very long n�grams are mostly distinct�

Since the increase in the number of n�grams is slower than exponential� n�gram indexing
techniques can be used for the features under investigation if there is some form of n�gram ta�
ble size control� The question on the choice of n will be studied in Section ��

Our second observation� that the total number of n�grams decreases linearly with n� is a
simple consequence of n�gram usage� a sequence of length k has �k � n� �� n�grams� so an in�
crease of n corresponds to a decrease in �k � n� ���

Our third observation� that k�b approaches � as n increases� means that for any given n�
gram� on average� fewer exact matches to the song sequences are possible as n increases� Long
n�grams� which are mostly distinct� will almost uniquely identify the section of music� For ex�
ample� an n of � would give ��� Interval Sequence pattern matches in our database on average�
if every Interval Sequence ��gram were chosen with equal probability� However� the worst case
behaviour depends on the distribution of Interval Sequence ��grams� We will investigate the n�
gram distributions in Section � by studying whether they obey Zipf�s law�

Figure ��c� shows an enlarged view of Figure ��b� for n � ��� Expectedly� the number of fea�
ture combinations of the coarse interval sequences are in general smaller than that for Interval Se�
quences� However� for n larger than� say� around ��� the numbers become more or less the same�
Quantization by grouping more interval sizes together in general makes the increase of number
of combinations for small n more gentle� This is in contrast of the feature Pro	le� where the in�
crease in number of combinations at around n � �� is quick� Indeed� a look at the raw data for
Pro	le reveals that it follows the exponential curve quite closely until around n � ��� after which
it is actually slowed down and it becomes more similar to other interval sequence�related curves�
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Figure �� log occurrence probability versus rank

	 Does Zipf
s law hold for musical features�

One of Zipf�s results on natural languages states that the occurence probability of words is
inversely proportional to its rank in descending occurrence frequency order �Zip���� This result
is commonly known as 
Zipf�s law�� In text retrieval� it was conjectured that the 
resolving
power� of terms peaks at the middle occurrence frequency range �SM���� Because of this� tech�
niques such as ignoring frequently�occuring terms can be used to reduce index sizes very eec�
tively� as most frequently�occurring terms that obey Zipf�s law constitute a major proportion
of term occurrence probability� The same technique can be used eectively if Zipf�s law holds
for musical features�

To investigate whether this is the case� we count the occurrence frequency of all feature se�
quences whose lengths are within a certain range� rank them according to their occurence fre�
quency� and plot the graphs of the logarithm of their relative occurence probability� log�� P �r��
against the rank r in log scale� Data obeying Zipf�s law should form a straight line on the graph�
Four feature sequence length ranges are considered� those of length � �bigrams�� length � �tri�
grams�� those of length no more than �� and those no more than ���

Figure � shows the four graphs� It can be seen that for bigrams and trigrams� the curves do
not approximate straight lines very well� They convex upwards� This convex behaviour means
that the occurrence probabilities fall slower than expected when r is small but faster when r
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Table �� Most frequent sequences xn means x repeated n times

is large� Interestingly� this convex behaviour is also found in the distribution of alphabets �not
words� for natural languages such as English� Chinese and Hebrew� as well as those of amino
acids� which are building blocks of proteins �Sht���� Bigrams and trigrams thus seem to be more
alphabet�like than word�like�

In Figure ��c�� the Pro	le curve still shows convex behaviour� while all other curves approxi�
mate straight lines well� Figure ��d�� which includes the statistics for feature sequences of length
no more than ��� shows that all features obey Zipf�s law� Thus� music feature sources can be
modelled as stochastic processes �Zip���� Consequently� techniques such as co�occurrence anal�
ysis can be applied for feature analysis� clustering and indexing� Pro	le� because of its small al�
phabet size� require longer length to make them behave statistically like musical 
words�� That
is� the 
word length� for Pro	le is expected to be larger than that of other features� Whether
this is the case will be investigated in Section ��

� Are there any musical �stopwords��

In keyword�based text retrieval systems� words are extracted from a document and then

weighted� to determine their signi	cance as keywords� Before the weighting� words that ap�
pear too often in too many documents� such as 
the� or 
is�� are 	ltered out� Such words are
called stopwords�

Musical features like Interval Sequence do not have 
word boundaries�� However� the ques�
tion of whether there are any 
stopwords� is still signi	cant� By knowing those stopwords� or
frequently�occurring sequences� for example� music analysis programs can construct heuristics
for faster analysis� Also� music retrieval systems can use them for query re	nement� and index
sizes can be reduced by excluding them�

Table � shows the most frequent sequences for the features under consideration� Single small
intervals ��� to �� semitone� are common in our melody collection� as well as sequences of
small intervals �e�g�� �� ��� or repeats� Of particular interest is that perfect fourth upleaps
�interval size of �� semitones� is rather commonly used in our melody collection� A closer look
at the raw data shows that perfect fourth downleaps ��� semitone intervals� and perfect �fth
intervals ��� semitones� are among the top �� as well�

For coarse interval sequence CI�� zero or size one jumps� which correspond to intervals be�
tween �� to �� semitones� are most common� For CI� and CI�� consecutive sequences of ze�
ros or short sequences of zeros or small jumps are most frequent� These indicate that intervals
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Figure 	� Excerpt of Mozart�s K	�	 Eine Kleine Nachtmusik

with large magnitudes are less commonly used� and thus give more 
surprises��
If we consider interval unigrams alone� the most frequently occurring ones� in descending or�

der of their occurrence frequency� are �� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ��� ���
���� ��� ���� ��� and ��� Thus� one� or two�note intervals in a scale� which correspond to
interval sizes of �� to ��� are most commonly used in melodies� This is in line with the obser�
vations in �Dow���� where a marking method that uses less memory for small intervals is pro�
posed� Thus� to reduce index size� music retrieval systems that index on Interval Sequence or
coarse interval sequences could consider only those sequences with intervals whose magnitude
are greater than a certain threshold� Also� since the highest�ranked feature sequences tend to
be of length one or two� musical 
words� useful for indices should usually be longer� However�
consecutive sequences of zeros� especially for CI� and CI�� are in general poor features�

For Pro	le� the raw data showed that both � and � appear with more or less the same
probability� while � is about sixty percent as frequent as either of them� This phenomenon�
that the �at pro	le � does not appear often� is in contrast with the case for Interval Sequence
and coarse interval sequences� where the unison interval appears rather frequently� One of the
reasons for this is that the quantization method applied to Interval Sequence for obtaining Pro�
	le� as opposed to that for the coarse interval sequences� is nonuniform� All pitch upleaps and
downleaps are mapped to� and� respectively� while only the unison interval is mapped to��
Thus� the �at pro	le becomes an important feature� Indeed� the 	rst Pro	le feature sequence
with nonconsecutive �at pro	les ranked ��th in the table� with an occurrence probability of less
than ���� percent� infrequent enough to be useful index sequences� An example of nonconsecu�
tive �at pro	le sequence is 
������� from 
Ah� Vous dirais�je maman� �Twinkle Twinkle
little star� d d s s l l s� or Jospeh Haydn�s Andante theme of Surprise Symphony �d d m m s s m��

For Note Duration Ratio Sequence� the predominance of the ratio �

�
as components of the

sequences implies that pieces in which every note is of the same length do not distinguish them�
selves from others� In other words� change of note duration carries distinguishing information
of musical pieces� Interestingly� both examples we have just shown to have distinguishing Pro�
	le do not have very distinguishing Note Duration Ratio Sequences� Yet� some pieces� such as
Mozart�s K���� Eine Kleine Nachtmusik �Figure ��� are especially recognizable even by rhythm
only� The ten most frequently�occurring note duration ratio unigrams� in decreasing order of
frequency� are �

�
� �

�
� �

�
� �

�
� �

�
� �

�
� �

�
� �

�
� �

�
and �

�
� and they are all among the top �� of all Dura�

tion Ratio Sequences whose lengths are no more than ���

� What should n be for ngram indices�

For natural languages without word separators� such as Chinese� Japanese or Korean� n�
grams are often used for text indexing� This way� a piece of text can be indexed without invok�
ing computationally expensive or inaccurate parsing routines to 	nd the word boundaries� Yet�
we have to choose a value for n� As discussed in Section �� n controls the theoretical number of
n�grams� Since this number is exponential to n� a small n is preferred� However� sometimes a
larger n would 	t some characteristics of the language better� For example� an n of � matches
the length of people�s names in Chinese� while an n of � matches the length of many Chinese
idioms� In practice� n is chosen to match the word length characteristics of the langauge� For
example� n is often chosen as � for Chinese since more than two third of Chinese words are
formed by two characters �Sue���� and for Korean� n is � or � for the same reason �LA����
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Figure 
� Feature matching graphs

One of the characteristics of music feature sequence is remarkably alike with those of nat�
ural languages� there is no 
word separator� in a music feature sequence unless some compu�
tationally expensive or inaccurate procedures� such as music segmentation and phrase analysis�
has been done� Given that n�gram indexing works for those natural languages� we can use the
technique for indexing music� So� the problem of the choice of n arises� To study this� we per�
formed pattern matching experiments on our music collection�

Given an n� we want to know the number of songs that the n�grams can match� Our goal
is to plot a graph that shows the fraction of all n�grams that appeared in the database which
matches no more than a certain number of songs on the x�axis� Since every n�gram for a 	xed
n may match a dierent number of songs� to plot the curves� we do the following for every fea�
ture being studied� First� we 	x an n� Then� we enumerate all the n�grams in our database and
match each of them with our collection of ���� songs� This way� we know the number of songs
that match each n�gram� When all n�grams are matched� we invert the statistics and obtain the
number of n�grams that match a given number of songs� With that� we can know the total num�
ber of n�grams� and thus the fraction of all n�grams in the collection� that matches no more than
a given number of songs� Since in practice n would not be very large� and the number of dis�
tinct n�grams peaks at n � �� for our collection� we repeated the experiments for every n � ���

Figure � shows the graphs for the six features� The lowest �bottom rightmost� curves in the
graphs are the ones for n � �� the next lowest for n � �� and so on� From these graphs it is
found that for the same n� Note Duration Ratio Sequence matches a smaller number of songs
than Pro	le does in general� Hence� for the same feature sequence length� Note Duration Ra�
tio Sequence is most discriminating while Pro	le is the least discriminating� if every feature se�
quence of the same type is selected with the same probability� To study what n should be for a
practical system� detailed views of the graphs� for number of matching songs no more than ���
are shown in Figure ��

Suppose we want to design an n�gram�based music retrieval system that� in �� percent of
the time� retrieves no more than �� songs when an n�gram in the database is randomly cho�
sen� The minimum n should thus correspond to that for the line above the point ���� ���� on
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Figure �� Feature matching graphs� zoomed in for number of matching song � �	
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the graphs� If Interval Sequence is used� we found that n should be no less than �� For CI� and
CI�� n should be no less than �� and for CI� no less than �� Pro	le� because of its small alpha�
bet size� requires a longer sequence length of � or more� but for Note Duration Ratio Sequence�
a length of � would do the work� Yet� since it was shown in Section � that the most frequent
Note Duration Ratio Sequences are all among the top �� of Duration Ratio Sequences of length
no more than ��� a larger n should be chosen and a minimum of � is needed�

Note that in this set of experiments� we enumerated all the n�grams for a 	xed n� Eec�
tively� it is assumed that every length�n feature sequence would be selected with equal proba�
bility� the distribution of n�grams has not been taken into account� This is one of the reasons
for the small n found for Note Duration Ratio Sequence�

Because of the skewed distribution of features n�grams� system designers should take the
above results as a minimum value for n and be liberal to choose a larger value whenever prac�
tical� The authors are carrying out experiments that take this distribution into account� More
details about this and other works in progress will be introduced in Section ��

� Discussion and future work

In the previous sections� we have investigated the statistical properties of melodic Pro	le�
Interval Sequence� three coarse interval sequences� and Note Duration Ratio Sequence� These
are all features suitable for monophonic music sequences� Thus� manual extraction of melody
lines was done as a preprocssing step for our experiments� In reality� even simple MIDI 	les
on the Web often contain accompaniments and chords� they are polyphonic� Hence� to handle
these features in a practical music retrieval system� we need to extract melody lines automati�
cally or 	nd some polyphonic features� The authors are currently investigating some features�
such as chord progressions� that are suitable for handling polyphonic music and their queries�

In our study of musical 
alphabets� and 
stopwords�� we used the frequency occurrence
statistics� Experiments that elaborate the results by using more information retrieval notions
as measures� such as 
term frequency 	 inverse document frequency� are also being done� Also�
experiments that take distribution of n�grams into account to 	nd n� discussed in Section �� are
under way�

Literatures that treat music as a sequence of features often suggest using traditional string
or multidimensional matching methods to handle inexact or nearest�neighbour queries �e�g��
�CCL����� These methods often require a metric that speci	es how alike two given features are�
In music� there is often multiple such distance measures for any given type of feature� and they
are often not metrics� For example� for a given key in the major mode� the dominant is of�
ten considered as 
nearest� to the tonic� since they are a perfect 	fth away� and the notes are
thus consonant� However� two notes two perfect�	fths away are considered to be 
further away�
than 
twice the distance� of notes a perfect 	fth away� This is because the combined interval�
an octave�and�a�second� is dissonant� Few literatures on music databases take these domain�
speci	c characteristics into account� most of them simply assume that there is some magical
way to 	t music into the traditional information retrieval framework� The authors are currently
investigating how dierent distance measures and other music�speci	c characteristics would af�
fect the performance of music retrieval systems� For more information on musical 
distances��
readers are referred to �Tay���� �Tay���� and �MS����

In this paper� we have only reported statistics of features by themselves� The authors have
collected joint�feature statistics and done some other experiments� such as forming queries that
start and end on the beat by sampling melodies in the database� Unfortunately� the results of
these experiments cannot be reported here because of space limitations�

Experiments in this paper are done using a collection of popular music� While we would
like to enlarge our song collection and have a much larger collection of tunes in archives� we
did not mix them all� since dierent genre of music may give dierent statistical results� It is
intersting to investigate whether and how dierent genre of music aects the eectiveness of
music retrival systems� Also� although the mode of music �e�g�� major� minor� Dorian� Mixoly�
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dian� along with the pro	le and interval� has been identi	ed to play an imporant role in human
memory of monophonic melodies �Dow���� not much emphasis has been put on them in melody
database literatures� Further research on how the modes of musical pieces can be used in mu�
sic retrieval systems is needed�

� Summary

The auditory and temporal nature of music� together with its multidimensional nature and
the limitations of its representations� pose challenges on the design of content�based music re�
trieval systems on the Web� Since the major approach in the literature is to map music retrieval
to other information retrieval paradigms such as those for text� we answer four important ques�
tions that arise from the mapping through the study of six features on our collection of ����
popular songs obtained from the Web� These questions are� 	rst� the number of musical 
al�
phabets� and 
words�� which will aect crucial parameters in music retrieval systems� Second�
whether Zipf�s law holds for musical features� which aects whether some text retrieval tech�
niques are eective for music features� Third� whether there is any musical 
stopword�� which
would help to reduce the size of indices� and last� and the range of n for n�gram indices on mu�
sical pieces� which aect the maximum table of size n�gram indices� The six features studied in�
clude Interval Sequence that encodes pitch information of temporally consecutive notes� three
coarse interval sequences CI�� CI� and CI� which are Interval Sequences uniformly quantized
with dierent step sizes� Pro	le which is a nonuniformly quantized Interval Sequence� and Note
Duration Ratio Sequence which encodes timing information of a melody�

In Section �� we found that interval size that ranges from ���� to ���� semitones would be
enough for musical sequences� although less than half of them were used by all the intervals in
our song collection� The corresponding ranges for the features CI�� CI� and CI� are from ���
to ���� ��� to ���� and ��� to ��� respectively� and Pro	le� by de	nition� has only three 
al�
phabets�� �� � and �� As regards to Note Duration Ratio Sequences� there is no theoretical
bound on the number of alphabets� since note lengths can be arbitrary� Yet� statistics on our
collection showed that the distribution of Note Duration Ratios is rather skewed� among ����
combinations� the most frequent �� combinations appear �� percent of the time�

It was also found that the number of distinct n�grams does not increase exponentially all
the way as n increases� It peaks at n � �� and falls afterwards� The number of distinct n�
grams for quantized Interval Sequences is smaller than Interval Sequence in general� but at n
larger than around ��� the dierence shrinks� It was also found that most feature sequences
have a length of ��� to ���� and long n�grams are mostly distinct� Also� the average number of
sequence match decrease as n increases� For example� at n � �� on average there are only ���
pattern matches for the feature Interval Sequence if every Interval Sequence ��gram were cho�
sen with equal probability�

On the study of Zipf�s law conformance in Section �� it was found that bigrams and tri�
grams� as well as shorter Pro	le sequences� show convex behaviour on a graph and behave more
alphabet�like than word�like� When both short and long features are considered� all six features
obey Zipf�s law and thus can be modelled as stochastic processes� This implies that techniques
such as co�occurrence analysis can be applied for analysis� clustering and indexing purposes�

In 	nding musical 
stopwords� in Section �� it was found that small intervals of about �� to
�� semitones are most common in our music collection� In other words� larger intervals give more
surprises and indices could thus consider only feature sequences with large magnitude intervals
to reduce their sizes� Runs of zeros are especially common in coarsely quantized features such
as CI� or CI�� In contrast� because of nonuniform quantization� the �at Pro	le�� which corre�
sponds to the unison interval� is important in Pro	le feature sequences� The 	rst Pro	le feature
sequence with nonconsecutive �at pro	les ranked ��th with an occurrence probability of less
than ���� percent in our music collection� and is infrequent enough to be a useful index sequence�

Statistics on Note Duration Ratio Sequences show that pieces in which every note is of the
same length do not distinguish themselves from others� In other words� change of note duration
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carries distinguishing information of musical pieces� Expectedly� the most frequently�occurring
note duration ratios are simple ones such as �

�
� �

�
� �

�
or �

�
�

Result on pattern matching experiments reported in Section � showed that in general Pro	le
needs a longer query sequence than other features� If every n�gram combinations are selected
with equal chance� and we want to design an n�gram�based music retrieval system that� in ��
percent of the time� retrieves no more than �� songs� the n for Interval Sequence should be no
less than �� That for CI� and CI� should be no less than �� CI� no less than �� and for Pro	le
no less than �� For Note Duration Ratio Sequence� a practical length of at least � is needed�

Because of its auditory� temporal� multidimensional nature� and also the limitations of its
representations� music retrieval is a rich area for study� The author is undertaking a number
of studies on them� These include polyphonic and joint�feature statistics� the use of more in�
formation retrieval notions to elaborate results in this paper� the inclusion of n�gram distribu�
tion to 	nd n for n�gram indices� the study on the implications of the use of dierent musical
distance measures� and the formation of queries that start and end on the beat by sampling
techniques� Other interesting problems on the subject include automatic melody extraction� a
study on the statistical dierence of dierent genres of music� and the use of mode of music on
music retrieval systems�
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�� Glossary

A major reference of the musical terms is �Jac����

ABA form The layout of a piece so that the 	rst and the third sections are the same while
the middle is dierent�

Arpeggio Chord that is performed 
spread out�� notes are not sounded simultaneously but in
close succession�

Broken chord Notes of a chord that are played one after another� for example� one note on
each beat�

Chord Simultaneous combination of �usually not less than three� notes�

Dominant The 	fth note on a scale� in relation to the key note�

Equal temperament tuning system The 
tempering� �slight lessening or enlarging� of mu�
sical intervals away from the natural scale deducible by physical laws such that each semi�
tone is made an equal interval� notes that are a semitone away has 	xed frequency ratio�

Grace note Musical decorations in which one note �the grace note� in played quickly before
another note�

Perfect �fth An interval of 	ve semitones�

Perfect fourth An interval of seven semitones�

Rhythmic pattern The pattern of music concerned with the distribution of notes in time and
their accentuation�

Tonic The 	rst degree� or the key note� of a scale�

Trill A musical ornament� also called 
shake�� consisting of rapid alternation of the written
note and note above�

Transposition Transferring �write down or perform� music at a pitch other than the original�
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