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The advances in computer and graphic technologies Bayesian networks, k-nearest neighbor, neural networks
have led to the popular use of multimedia for information
exchange. However, multimedia systems are difficult to
test. A major reason is that these systems generallyl_ Background of the Problem
exhibit fuzziness in their temporal behaviors. The fuzdne
is caused by the existence of non-deterministic factors ) ) )
in their runtime environments, such as system load and The advances in computer and graphic technologies

network traffic. It complicates the analysis of test results have led to the popular use Of_ mu_ltimedia for infarmation
The problem is aggravated when a test involves theexchange today. Many applications, whether based on

synchronization of different multimedia streams as well as Selr,sona,l ﬁomﬁ?terzlor cetIIuIztir Tpngs, atre :jteS|gned to
variations in system loading. eliver rich multimedia contents. It is important to ensure

In this paper, we conduct an empirical study on the the quality of th_e muItim_edia systems, especia_llly for the
testing and fault-identification of multimedia systems by temporlal belhavu_)rs _Of rich ;:ol:tent lylaLesentatlonls_. (;:_or
treating the issue as a classification problem. Typical exa:pp e, e ea:jmrr:g 'i one of the wel- nowr:j mu t(ljme 1a
classification techniques, including Bayesian networks, k applications and has become a popular trend in education

nearest neighbor, and neural networks, are experimentedowmg to its flexibility. Students can learn at their own pace
with the use of X-Smiles, an open source multimedia &t their own time. If an e-learning slide show and the voice-

authoring tool supporting the Synchronized Multimedia E)ver gre ?otj)t/rr:chronlzed, rlowel\/er:l_rs:udentsd_may not at;'[)llqe
Integration LanguagdSMIL). The encouraging result of 0 YN fersl and the course materials. This may discourage the
our study, which is based only on five attributes, shows thatusec0 e e?rnmlg. hes in soft st ruct
our proposal can achieve an accuracy of 57.6 to 79.2% in tost onven |onz applroa;(k:] es tm j:‘r? vyarel es |r:gt.cons “('j'c
identifying the types of fault in environments where commontest C|?JS'|?S anc af[p[?hy em tod € In?tp ertr&e?glo?h ur: etr
cause variations are present. A further improvement of €St (IUT) against the expected results, that is, the tes
oracles [9]. Such approaches, however, may not be
*(©2004 IEEE. This material is presented to ensure timely appropriate to the testing of multimedia systems with
dissemination of scholarly and technical work. Personal afs¢his intrinsic fuzzy behaviors. The fuzziness in multimedia
material is permitted. Copyright and all rights therein amired by gy stems js often caused by uncertainty or uncontrollable
authors or by other copyright holders. All persons copyhiginformation . . . s
are expected to adhere to the terms and constraints invokeeably faqtors in their environments, such as 'ntr_ms_"c random
author's copyright. In most cases, these works may not be tegpos Noises. They are known @mmon cause variatiorf23],
without the explicit permission of the copyright holder. Résion to which are inherent in all multimedia processes. It is,

reprint/republish this material for advertising or promatb purposes or for instance. difficult to start playing several multimedia
for creating new collective works for resale or redistribotto servers or !

lists, or to reuse anyrcopyrighted component of this worktieoworks Conte.nts at exactly thQ same time. _ In the pre‘ViQUS e-
must be obtained from the |EEE. learning example, the slide show and its audio narration are
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such as the degrees of real-time support of the underlying E system A2

hardware, the network, and the operating system.

Little work has been done on the testing of multimedia S system A1
systems, especially with respect to temporal relatiorship E reference system
According to Ziv and Richardson [25], uncertainty is P > 3 ;™ time

inherent and inevitable in the software development
process, including the testing phase. When testing temporal
relationships of multimedia systems, uncertainties may be
introduced by the execution environment [26]. Hence,
the testing accuracy will be affected. In our previous
work [13], we have also shown that it is difficult to test o )
temporal relationships in multimedia systems owing to as shown in Figure 1. If we review the start and end
many uncontrollable factors in the environments, such as  UMes independently and compare each variation with
network congestion, transmission delays, packet loss, and ~ the tolerance, systeril will be accepted while system
so on. We have developed a generic framework to test the A2 Will be rejected. However, the media playback is
timing in distributed multimedia software systems. There much more distorted in systeAl than that in system
are, however, a few limitations in our first attempt: A2 — the duration of systerAl is actually doubled.

used the conventional technique ofaderance zong  identification of multimedia systems as a classification

which is an acceptable range of values. Thus, users ardProblem. It defines the features of the systems under
relationships under test. The resultant values within data, without the need to set tolerance limits subjectively

the range will be regarded as equal to the expectedFurthermore, the statistical features are independent of
value. Itis, however, difficult to set a suitable tolerance the number of temporal relationships involved and, hence,
zone. If the tolerance range is too large, some failures the classification approach may also alleviate the problem
may not be revealed. On the other hand, if it is too described in paragrapke)(above. A preliminary empirical

As a result, the subjective tolerance may affect the @Pplying existing classification techniques to the sitrati

judgment as to whether the systems contain faults. The rest of this paper is organized as follows. The
next section describes related work on testing multimedia

(b) We proposed to test one temporal relationship at systems. Section 3 describes an empirical study on the
a time. We assumed that an-ary temporal  application of classification techniques to test an open
relationship can be expressed in terms of multiple source multimedia program X-Smiles that accepts SMIL
binary relationships to be tested individually. In documents as input. Three commonly used classification
the e-learning example, for instance, testers may betechniques (Bayesian networkk;nearest neighbor, and
interested in whether the slide show and its audio neural networks) are described. The experimental results
narration are played over the same period of time. gre reported in Section 4. In Section 5, we discuss further
In this case, two temporal relationships need to be gpservations regarding the effectiveness of the clasifita
considered: One is the difference between the starttechniques with respect to the characteristics of multimed

times of the slide show and the audio narration, and systems. Finally, we draw conclusions and summarize
the other is the difference between the end times of thefytyre work in Section 6.

slide show and the audio narration. When the number
of media objects increases, the number of temporal2 Related Work
relationships may increase exponentially. )

Figure 1. Time-line diagram of potentially
faulty systems A1 and A2.

(c) Furthermore, we could not detect faults that would  According to Blakowski and Steinmetz [10], a
only exhibit their effects when multiple relationships multimedia system should be one that can process several
occur at the same time. Consider, for example, a mediamedia types with at least one time-dependent medium. A
object with an expected start time of 0 second and antemporal dependency among media objects is known as a
expected end time of 1 second. Suppose the tolerancaemporal relationship Allen [6] has proposed seven main
is set to 2 seconds. Consider two implemented types of temporal relationship between two media objects,
systems: A systerAl with a starttime of 1 second and as shown in Figure 2. In our previous work [13], we
an end time of 3 seconds, and a syst2nwith a start recognize that three temporal relationships, as shown in
time of 2.1 seconds and an end time of 3.1 seconds,Figure 3, should be more fundamental. They include
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Figure 2. Temporal relationships between two

: . about multimedia applications in cellular phones than¢hos
media objects.

in desktop computers.

Cheung, Chanson, and Xu [13] have discussed the
problems of testing temporal relationships and developed
S R 8 ( a generic framework for temporal testing for distributed

n multimedia software systems. The paper uses a statistical
approach to test temporal relationships. It proposes to
consider one temporal relationship at a time. Testers are
) ] ) required to explicitly specify the tolerance value of the

Figure 3. Fundamental temporal relationships temporal relationship under test. They run the test several

between two media objects. times and calculate the mean and sample variance. From

the lookup table, one can obtain the confidence level of
rejecting the implementation under test. Neverthelegseth
A before B: which stands for media objeé terminating are a couple of limitations. First, when the number of media
before media objed begins; objects increases, the number of temporal relationships
may increase exponentially. It may not be feasible to
consider one relationship at a time when the number is
large. Secondly, the technique does not help identify the
A ends_ahead_of B: which stands for media objedB type of fault. Suppose, for example, t.hatafaulty sygmm_
terminating before media objeéthas ended. sets t_he va_llue of t_he start and end times of a media object
to be identical, while another faulty systeB2 sets the start

Various researchers have developed synchronization andime of a media object to be exactly 1 second. Figure 4
storage models for multimedia objects. For example, Little shows both faulty systems with respect to the reference
and Ghafoor [18] have proposed a model known as Objectsystem, which is expected to be free from fault. Using the
Composition Petri Net, which is a Petri net with time values technique of [13], botlB1 andB2 will be rejected with a
to model synchronization in multimedia. An algorithm to high level of confidence. There is no additional information
retrieve the media elements from the database is proposedo reveal the most likely fault.

They suggest a tree-based approach to store and retrieve
multimedia objects. . e .

Previous work related to the handling of uncontrollable 3. Applying ClaSSIflcatlo.n.TeChmques to Solve
factors in multimedia systems, such as the use of the€ Problem: an Empirical Study
tolerance zones, has already been highlighted in Section 1
and will not be repeated here. Various researchers We have conducted an empirical study on the application
recommend different tolerance values for different terapor  of classification techniques to help test and identify fault
relationships. For example, the tolerance limit between anin multimedia systems. Two media objects are used in each
audio and a video is set as80 ms in [20]. This type implementation under test, involving a slide show and an
of suggestion, however, is rather subjective. It may not audio narration. We assume that the implementations under
be appropriate for us to apply the same suggested valugest have already gone through functional tests.
for multimedia applications in environments with diffeten Three standard classification techniques, namely
characteristics. For instance, the same value may be todBayesian networks, k-nearest neighbor, and neural
conservative for desktop computers and too aggressive fometworks, are frequently used in classification problems.
cellular phones, since people are usually more tolerantFor instance, references [7, 8, 17, 19, 24] have reported

A before B A starts_after B Aends_ahead_of B

A starts_after B: which stands for media objeét starting
after media objedB has begun; and



their applications in various domains ranging from weather 3.2. Experimental Setup
forecasting to data mining in medical databases.

Our thesis is to apply the classification techniques to  In order to conduct the experiments, the following
identify faults in multimedia systems. There are, in gehera software have been installed) Java Development Kit 1.3,
two phases in the classification process, namely training(ii) Java Media Framework 2.1.1, anid) X-Smiles 0.71.
and testing. In the training phase, information will be As mentioned in Section 2, the three temporal
collected from a reference system, which is expected torelationships in Figure 3 are fundamental. Hence, we have
be free from faults, and from different classes of systems developed three SMIL documents with faults related to
with known faults. For each system, values of a set of them. Two objects are specified in each document. One is a
attributes are collected by running the system severaktime slide show and another one is an audio narration. The slide
with the same input. In our study, we colled) (the show is in animated GIF format with dimensions of 640
difference in start times between two media objechy, ( 480 pixels, while the audio narration is in WAV format with
the difference in end times between two media objects, a sampling rate of 44.1 kHz. The three SMIL documents
(c) the duration of each of the two media objects, add ( are

the maximum memory ut|_I|zat|o_n. AS_ d|sc_ussed in the Set1 (Simultaneous): Slide show starts after audio
previous paragraphs, fuzziness in multimedia systems can oo . .
narration immediately by 0 delay and slide show

be due to various reasons such as system load or faults in . . )
. ) : . . ends ahead of audio narration also by 0 delay;
temporal relationships. The attribute “maximum memory
utilization”, besides placing the training and testingteyss Set2 (One During Another): Audio narratiorstarts after
under different system loading, is a preliminary attempt slide show and audio narratieends ahead of slide
to capture non-temporal attributes for identifying faufts show; and
multimedia systems. The list of attributes collected are by ) ,
no means exhaustive. More discussions can be found inoct3 (One Before Another): Slide showbefore audio
Section 5. narration
In the testing phase, values of the same set of attributesas shown in Figure 5.
will be collected several times from the implementation For Setl and Se®, the selected features include the
under test (IUT). Each set of attribute values from the IUT is duration of the slide show, the duration of audio narration,
compared with those collected in the training phase. Basedthe difference in start times between the slide show and its
on the results, the probabilities that the IUT resembles theaudio narration, and the difference in end times between the
respective training systems will be computed. More details slide show and its audio narration. F8e8, the features

of the experiment will be described later. include the duration of the slide show, the duration of audio
narration, the start time of the slide show, and the diffeeen
3.1. X-Smiles and SMIL between the end time of the slide show and the start time of

the audio narration. The maximum memory utilization of
the system is also recorded in all the sets.

The performances of the reference system used for the
training include both the situations when the CPU is almost
idle and when it is extremely busy. To simulate a low CPU
utilization situation, all other utilities and applicati® are
turned off. To simulate a high CPU utilization situation, a
CPU-hungry utility is kept running to ensure that the system
is heavily loaded.

The experiments have been carried out on different
machines. For the training phase, it is conducted on a
standalone Pentium Celeron 500 MHz computer with 256
MB of memory. For the testing phase, we have used two
machines. One is the training machine and the other is
a Pentium Celeron 550MHz computer with 512 MB of
memory. All the machines are run under Windows 2003
Enterprise Edition.

The details of the four types of systems used in the
training phase are as follows:

The X-Smiles system [5], is used as the IUT in our
experiments. SMIL documents are used as the inputs
to X-Smiles. X-Smilesis an XML-browser developed in
Java by the Telecommunications Software and Multimedia
Laboratory at Helsinki University of Technology. It is an
open source browser that can display documents written
in various XML languages. SMIL is one of the XML
languages supported by X-Smiles. X-Smiles version 0.71
is used in the experiments to test the temporal relatiosship
among media objects.

The Synchronized Multimedia Integration Language
(SMIL) [3] is designed by the World Wide Web Consortium
(W3C) to provide a simple means of authoring interactive
audiovisual presentations. It is targeted for integrating
audios, videos, images, and text for “rich media”
presentations. It is an XML language to describe the
temporal relationships of such presentations, the layafuts
the presentations, and associate hyperlinks with otheraned
objects. Sys0: This is the reference system.



- - - Probability of Sys0 0
slide show ‘ audio narration ‘ Probability of SysL 08
audio narration ‘ slide show ‘ ‘ slide show ‘ audio narration ‘ Probability of Sys2 0.1
Sett Set2 Sef3 Probability of Sys3 || 0.1

Table 1. The classification result of a sample
test suite.

Figure 5. Test cases with different temporal
relationships.

Next, in order to simulate the faulty systems, three
different types of fault have been seeded into the reference
system:

Sysl: A priority error is simulated. It reduces the priority
of execution threads. It simulates an inappropriate
priority configuration in multimedia systems.

B=1
0.999
0.2

Sys2: A pagination error is simulated. It causes X-Smiles
to consume a large amount of system memory a_md, Figure 6. Example of Bayesian network.
hence, the system will have excessive pagination.
This fault can be the result of inappropriate resource
handling in multimedia systems. Since the effects a complex function is learned almost to perfection during
of system operations such as pagination are non-training, but the classification results remain poor beeaus
deterministic and may vary from system to system, it all test cases, except the training data themselves, are
is difficult to replay the situations and detect this kind regarded as dissimilar. In order to avoid overfitting, tesad
of failure. with larger error sizes and test data collected from another

. L machine are also examined in our testing phrase.
Sys3: A start time error is simulated. It delays the start gp

time of any given media object by a fixed parameter.
In this experiment, it is set to 10 seconds. It is one
of the simplest errors found in multimedia systems. It o .
models a multimedia system having some erroneous, Three common classification techniques have been used
internal operations or calculations that delay the start IN this study.

time of its media objects.

3.3. Classification Technigues Investigated

- . 3.3.1. Bayesian Networks
480 data are used for training and 1760 data for testing. yesl W

For the training phase, 20 repeated experiments haveBayesian networks(also known as Bayesian belief
been carried out for each combination of high-low CPU network$ [25, 26] is a probabilistic learning method to
utilizations, the 3 sets of SMIL specifications, and the 4 model uncertainties. A Bayesian network is a directed
types of systems. We have re-run the same experimentcyclic graph whose nodes represent the attributes of the
20 times to cater for common-cause variations. The sametraining data. A Bayesian network can be represented
training set is used in all classification techniques to ensu by a triple (N, E, P), whereN is a set of nodesk C
a fair comparison. N x N is a set of edges, ang is a set of conditional
Similarly, in the testing phase, we group multiple runs probabilities [25, 26]. It will learn from the training data
of the same experiments as data suites. Each data suitabout the structure (namely, the interrelationships among
is compared with the data collected in the training phrase attributes) and the set of conditional probabilities. For
using the three classification methods to be discussedexample, Figure 6 shows a simple Bayesian network that
later. The probabilities of resemblance with the respectiv relates nod€ to nodesA andB separately. It also indicates
training systems are computed accordingly. For eachthat the probabilities of node& and B are affected by
test suite, the classification results are recorded. Table lthat of nodeC. The interrelationships and conditional
shows the classification result of a sample test suite. Thisprobabilities are then used to classify the test data. &mil
particular example shows th84 system has the highest to other graphic languages like UML, a Bayesian network
probability (0.8) and, hence, we classify the IUT as a systemcan allow users to present and reason about structural

with priority error. properties more easily than conventional mathematical or
One important issue in classification is the overfitting textual formulations.
problem. Overfitting [22] refers to the situation in which In our experiments, Belief Network PowerPredictor [1]



| end d — dur2_d |

Figure 7. Example of generated Bayesian
network structure.

Figure 8. A perceptron (adapted from [21]).

data from the training s&= {x1, X2, ..., Xn} such that
is used. The training data are processed by a data
preprocessor so as to convert them into a suitable format and
to discretize any continuous attributes. Then, the trginin
data (including structures and parameters) are passed tévhered() is the distance function.
a belief network predictor to construct a belief network  In our experiment, we have implementedkaearest
classifier from the data set, so that the network is to chassif neighbor classifier in C++. It uses the standard Euclidean
the test data. Figure 7 shows one of the belief networks gistanced(x;, x) = \/zfjﬁ:l(ai<j> —al))2 as the distance
generated by the constructor (accordingell under high  fynction. We have selected to be 3. Since there is
CPU utilization). In this figureclassis the result of 5 training phase for this technique, we simply store the
the classified type of faulty systenmemis the memory training data into the four class&y®, Syd, Sy®, and
utilization; durl_d is the duration of the slide show; Sys. For every test datain the testing phase, we compute
dur2_d is the duration of the audio narratiostart.d is the Euclidean distances of all the training data franWe
the difference between the start times of the slide show anden, select 3 training data with the minimum distances from
the audio narration; anénd.d is the difference between y |t at|east 2 of these 3 training data fall into one classpthe

the end times of the slide show and the audio narration. e |atter will be reported as the classification foif there
An arc between nodes in the graph representirect is no clear majority, thew is discarded.

dependencyalso known as @&asual relationshipbetween
the corresponding attributes. For example, there is atdirec
dependency betweaturl d andstart_d, but not between
end.d andstart.d. Finally, we simply input the test data Neural networks[21] are designed to model the human
to obtain the test results according to the trained Bayesianbrain, which consists of billions of neurons interconndcte
network. with one another. In neural networks, @erceptron
models a neuron. It sums up a number of weighted
inputs (X )i—1,2,...n to give net= > ; wix;, and generates
an outputy via some transfer function, as shown in
3.3.2. k-Nearest Neighbor Figure 8. Usually, a sigmoid transfer functiop(1+ e ")
is used owing to its differentiable propertyMultilayer
k-nearest neighborwas first introduced by Fix and perceptrons(MLPs) are a layered feed-forward network
Hodges [15] back in 1952. It is a non-parametric typically trained with static backpropagation as shown in
classification technique, which does not make any Figure 9. Initially, the network chooses a set of random
assumption about the underlying distribution of the data Weights for each node. During the training phase, inputs are
in question [14]. The algorithm is quite simple, because fed into the network and the actual outputs are compared

no training process is required. Nearly all the computation With the expected results to estimate the errors. The
effort takes place at the testing phase. network then adjusts the weights according to the feedback

from the estimated errors. This process is known as
backpropagation With its remarkable ability to derive
meanings from complex or imprecise data, neural networks

max d(x{, X) < min_ d(x;, X)
xieS x €S\ S

3.3.3. Neural Networks

Givenn training data sets, le¢ = (ai(l), ai(z), e ai(m))
represent the values of the attributes of ttre data set,

wherei = 11’ 2, o n. A query W.ith respect to a st can he used to extract patterns and detect trends that are
casex=(a¥, a®, ..., a™) can be input to the classifier, too complicated to be noticed by humans or other computer
which will find a setS = {x}, x5, ..., x} of k training techniques.



| Classification Method | Setl | Set2 | Set3 [ Mean |
Bayesian Networks 75.0% | 75.0% | 87.5% || 79.2%
k-Nearest Neighbor 78.6% | 75.0% | 75.0% || 76.2%
Neural Networks 71.4% | 75.0% | 75.0% || 73.8%

Table 3. Successful test results under high
CPU utilization, by classes of test cases.

average accuracy of 69.3% in identifying the faults of the

acen multimedia systems. Furthermore, we find that it is more
Input Output likely to identify faults under high CPU utilization than
Nodes Nodes under low utilization.
Under low CPU utilization, an average of 62.2% of
Figure 9. Multilayer perceptrons. the test suites can be correctly classified. We observe
that for Se, neural networks can only obtain an accuracy
| Classification Method [| Setl [ Set2 [ Set3 [[ Mean | of 40.6%, which is far below the accuracy of the other
Bayesian Networks 57.1% | 75.0% | 60.7% || 64.3% two classification techniques. The reasons are still to be
k-Nearest Neighbor 60.72@ 65.GZAn 67.92? 6;1.72? determined.
Neural Retworks 1% | 0% | 0.7% || 57.6% Under high CPU utilization, all the classification
Table 2. Successful test results under low techniques can identify an average of 76.4% of the faults
CPU utilization, by classes of test cases. correctly. Table 4 shows the results according to the ctasse

of faulty systems under high CPU utilization using each
classification technique.

Sy8, which simulates a simple type of error, can be
handled by any of the classification techniques with a
success rate of 100%. As it is a simple fault, however,
it may also be identified by conventional techniques such
as tolerance zones. We can also see from Table 4
that the classification techniques only produce an average
ecorrectness of 54.8% for the faulty syst&g®. It may
nggest that this kind of error is difficult to identify and
requires more fine-tuned features. More investigations are
needed on these aspects.

In our experiments, a neural network classifier
NeuroSolutions [2] is used. It has been developed by
NeuroDimension, a Computational Neural Engineering Lab
at the University of Florida. MLPs are used by default as
the model for training. In our experiment, there are five
input nodes (representing the five attributes), four output
nodes (representing the classes of systems), and one hidd
layer (with four processing elements) in the neural network
First, inputs for the training data are recorded in a column-
formatted ASCII file, while a separate file records the
expected outputs. Then, we run the neural builder with ) .
the input data to train the neural network to perform the 9. Discussions
classification. During the testing phase, we simply input
the test data to the neural network to obtain the test results By the nature of our experimental setup, if one conducts

random guessing, the accuracy should be about 25%
4. Experimental Results because of the four possible choices with a uniform
distribution.  Hence, the application of classification

We have conducted experiments using 480 training da,[atechmques to fault-identification is shown to be significan

sets and 1760 test cases. The same training and test da%:]. the gther hand, the average success rate is only _69'3%'
have been used across all the investigated classification is indicates that there is still room for improvement:
methods. As described before, three sets of test suites with(3) The most obvious enhancement is to train the
different temporal relationships have been investigatée. classification systems using more data with a wider
experimental results are summarized in Tables 2 and 3. range of faults.

The numbers represent the percentage of test suites that are

correctly identified by the respective classification mdgio  (b) Besides, the data collected may be in different units

In general, the results of the three classification of measure. Normalization may be applied during
techniques exhibit more or less the same percentage of  data collection in the training phase. Informally,
accuracy in fault-identification. Under different CPU normalization is a process to fit the data in any
utilizations, the three classification techniques achiewe range into a new range varying from 0 to 1. After



normalization, all the data collected (no matter [ Classification Method [[ Sys0 [ Sysl | Sy2 [ &3 |
whether they are originally in units of “seconds” or E?’:;S’S‘t'\lilifl""ﬁ[)'?r %ég" 2?-32? gi;gf 188-83
“bytes”_) no_longerhave any unit of measure. _The SAME - Neural Networgks 72:0%2 76:80/2 46:40/:: 100:00/2
normalization process should then be applied during

data collection in the testing phase. Even when the  Taple 4. Successful test results under high
same unit of measure is used, the collected data may Cpu utilization, by classes of systems.

fall into different scales. For example, “1” in a scale
of 0 to 10 is similar in percentage to “10” in a scale of

0 to 100. However, they differ a lot when compared in |
absolute terms.

We have repeated our experiment by normalizing the
data before performing classification. We find that
the success rate is improved by an average of 7.6%.
Hence, it is useful to apply normalization when the
collected data are heterogeneous.

(c) In addition, the distribution of the attributes and the Figure 10. The left-hand figure shows the
types of fault can obviously affect the accuracy of  (distribution of training data under low CPU
classification. We may check the data visually o ytjlization. The right-hand figure shows the
“feel” the distribution. For instance, we may use a distribution under high CPU utilization.
multidimensional scaling tool to determine whether
they are geometrically distributedMultidimensional
scaling is a technique to produce geometric repre-
sentations of data points showing their variations and
dissimilarities [16]. Multidimensional scaling tools,
such as XGvis provide graphic representations that  Testing can help us reveal failures in software systems. It
help us gain an insight into the structure of the data Will be even more useful if we can identify the type of fault
points. Similar data points will be shown close to when a failure occurs. It is not easy, however, to reveal
one another in the graph, while dissimilar data will the type of fault in multimedia systems because of non-
not. XGvis [4] is free software that implements deterministic and non-repeatable temporal relationships
techniques for multidimensional scaling to graphically We propose to apply classification techniques to tackle this
analyze the dissimilarities of the data [11]. When we problem. This paper reports on the results of the first step
find that the data are not sufficiently distinguishable in this direction.
despite multidimensional scaling, various remedial ~We have shown via empirical studies that classification
measures can be applied depending on the situationstechniques can learn non-deterministic characteristors f
For example, we may apply another classification training data and identify the types of fault for multimedia
technique, or gather more information from the systems. We consider temporal relationships and memory
training systems, or try to detect other types of fault. ~ utilizations as the features for classification. We have

studied empirically whether the effectiveness of ideitify
As an illustration of ¢), we may like to look into a errors may be affected by the types of fault, the system
comparison between low CPU and high CPU utilizations. loading, and the classification techniques. We find that

Consider the attributes shown visually in the graphs of some errors (such aSys8) can be revealed easily while

Figure 10. The two graphs, generated by XGvis, show others (such aSy<) are quite difficult to recognize. Based

the distribution of training data under low and high CPU only on five attributes in our initial study, we have achieved
utilizations, respectively. We observe that the selectedan accuracy of 57.6 to 79.2% in revealing the types of fault
attributes under high CPU utilization produces a more in the presence of common cause variations. The empirical
diversified geometrical distribution than under low CPU results are quite promising, although there is still room fo
utilization. Hence, it will be easier for the classification improvement. For example, a normalization process may
techniques to identify faults under high CPU utilization enhance the accuracy by an average of 7.6%.

(even though there are exceptions, such as the Bayesian As future work, we shall study the effectiveness of

network classifier case fdgeR). It also shows the need applying classification techniques to multimedia systems

to consider more attributes in situations with low CPU with more media objects and more temporal relationships.
utilization. We shall examine the root causes of the interesting

6. Conclusion



observations in the present study, with a view to selecting [13] S.C. Cheung, S.T. Chanson, and Z. Xu. Toward generic

the

more useful attributes of multimedia systems as

features for classification, and improve on the classificati

process.

We shall also investigate the feasibility of

applying classification techniques to distributed multiiae
systems. Finally, since multimedia systems has a lot of non-
deterministic characteristics in common with other kinds [14]
of applications such as motion estimation systems, we
shall also look into the extension of our technique to such
systems.
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